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 تعرف قوي على الوجه

 شادي سهيل الأطرش

 الملخص

 

 كشفنٓب انمذسح عهٗ ان ٚكٌٕ ٔانزٙ انٕخّ اكزشبف فٙ خذٚذح خٕاسصيٛبد ْٕ الزشاذ الأطشٔزخ ْزِ يٍ انٓذف

 ؛ْزا انٓذف رى انسظٕل عهّٛ عهٗ يشازم يخزهفخ .يخزهفخ ظشٔف ٔرسذالاردبْبد  فٙ يخزهف انٕخّ عٍ

 :لٕٚخ نزفشٚغ لطبع اندهذ يٍ انظٕسح . ثبَٛب رى الزشاذ خٕاسصيٛخ: ٔثبسزخذاو خٕاسصيٛبد يمزشزخ يزعذدح. أٔلا

 ثعذ .يُطمخ انٕخّ انًششسخ فمط ٔرنك نهسظٕل عهٗ ,انًفشغخ انظٕسح ْزِ نزظفٛخ يخزهفخ خطٕاد رطجٛكرى 

 يٍ ٔرنك نهكشف عٍ انًلاير ،(Feature-Basedانًلاير ) عٍ انكشف يٛضحعهٗ رى اسزخذاو انُٓح انمبئى  رنك:

 انًُبْح عكس عهٗٔرنك  ,انزذسٚت يٍ ضئٛم لذس يع انسمٛمٙ انٕلذ فٙ ٚعًم أٌ ًٚكٍْزا انُٓح  .انٕخّ انًششر

 يٍ انمٕاعذ رى رطجٛك ثعض انُٓبٚخ:ٔفٙ . (Image-Basedٔانًسًٗ )ككم عهٗ انظٕسح  انزٙ رعزًذ الأخشٖ

 سٕاء كبٌ ْزا انٕخّ نّ ٔضع خبَجٙ إنٗ انًٍٛٛ ؛لا أٔ خبَجٙ ٔخّ ْٕ انًششر ْزا انٕخّ كبٌ إرا يب انسكى أخم

  .انٛسبس أٔ

انٕخّ رٔ  عٍ نهكشف, ٔرنك (Template Matchingٓح لبنت انًطبثمخ )رى اسزخذاو َ ؛اندٓذ ْزا نزعضٚضٔ

نًعبندخ طٕسح انٕخّ  انخطٕاد ثعض رطجٛك رى طسٛر، ثشكم انٕخّ عٍ انكشف ثعذٔ .الأيبيٙ الاردبِ

 يًب ٚسبعذ فٙ ,ٔثظٕسح نٓب رذسج سيبد٘ٔرنك نهسظٕل عهٗ طٕسح انٕخّ ثشكم يعزذل ٔيمهض  ؛انًكزشف

عهٗ ( Fisher) رمُٛخرى رطجٛك انعًهٛبد انسسبثٛخ عُذ رطجٛك خٕاسصيٛخ انزعشف عهٗ الأٔخّ.  رعمٛذ يٍ انسذ

 يخزهفخ. ظشٔف انٕخّ رسذ نهزعشف عهّٛ ٔرنك ؛انًعبندخ يٍ انخطٕاد انسبثمخ طٕسح انٕخّ

انزٙ  انخٕاسصيٛخ انًمزشزخ يٍ كشف الأٔخّ يٍ لذسح، ٔرنك ُٚجع أخشٖعهٗ أَٓح  ْزا انعًم نّ انعذٚذ يٍ انًضاٚب

رى ٔنمذ  ٔثٕخٕد أعشاق يزعذدح. ،يخزهفخ إضبءحٔرسذ ظشٔف  ،)ٚسبس، ًٍٚٛ، أيبو( ركٌٕ فٙ اردبْبد يخزهفخ

خٕاسصيٛخ ( يع Template Matchingانسظٕل عهٗ رنك عجش ديح ثعض انخٕاسصيٛبد انًعشٔفخ يثم )

 ٔرعطٙ َزبئح خٛذح. ,ٔانسظٕل عهٗ خٕاسصيٛخ لٕٚخ ،الأٔخّاكزشبف عًهٛخ  ٔرنك نزمٕٚخ ؛رى الزشازٓب خذٚذح

 

الإضبءح ٔاخزلاف ٔضعٛخ  ظشٔف يٍ ٔاسعخ طبئفخ ظم فٙ لٕ٘ ْٕ انًمزشذ الأسهٕة أٌ انُزبئح أظٓشد ٔلذ

 GTAV ٔFEIْٔٙ يخزهفخ  أٔخّيٍ ثلاثخ لٕاعذ ثٛبَبد  أخزد انُزبئحْزِ  .الأعشاقرعذد انٕخّ ٔ

ٔChampion.  ِٔثٕضعٛبد يخزهفخ إضبءحٔرسذ ظشٔف  ,رسزٕ٘ عهٗ أشخبص يٍ أعشاق يخزهفخ انمٕاعذْز ،

لًٛذ ثبسزخذاو لاثزٕة ٔ, 7.6َسخخ  Matlabثشَبيح َفزد ثبسزخذاو  انًمزشزخانخٕاسصيٛخ ْزِ  .أٔخّ يخزهفخ

يٍ .  DDR2خٛدب ثبٚذ يٍ َٕع -3ٔساو  ،ْشرض خٛدب- 2 يعبنحثبسزخذاو ٚعًم ، Dell-Inspironيٍ َٕع 

ثبنُسجخ نمبعذح ثًُٛب . GTAV  ْٕ95.54%نمبعذح ثٛبَبد الأٔخّ يعذل الإكزشبف انظسٛر ْزِ انُزبئح رجٍٛ أٌ 

ٌ يعذل الاكزشبف فإ Championثبنُسجخ نمبعذح ثٛبَبد  أخٛشا,أيب %. 94.5 ْٕ عذلانً فكبٌ FEIثٛبَبد 

 . %93.3انظسٛر ْٕ 

 

نخٕاسصيٛخ اْزِ ثًمبسَخ ٔانخٕاسصيٛبد انًمزشزخ رعطٙ َزبئح خٛذح يمبسَخ يع خٕاسصيٛبد ثبزثٍٛ آخشٍٚ. 

يمبسَخ عُذ ثًُٛب %. 2.87 ًعذلث نلأداءرعطٙ رسسٍٛ  فإَٓب أخشٖ أٔخّاكزشبف انًمزشزخ يع خٕاسصيٛبد 

جٛك ثعض خطٕاد انًعبندخ انًمزشزخ، ٔرنك ثعذ رطانزٙ اسزخذيذ؛  الأٔخّخٕاسصيٛخ انزعشف عهٗ 

  . % 5.2ثًعذل  الأداءخٕاسصيٛبد أخشٖ ٚعطٙ رسسٍ فٙ ث
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Robust Face Recognition 

Shady S. Al-atrash 

ABSTRACT 

 
The objective of this thesis is to propose new algorithms in face detection which have 

the capabilities of detecting the face with different poses and under different 

conditions. This objective is obtained in different stages and using different proposed 

algorithms. Firstly, a robust segmentation algorithm is proposed to segment the skin 

region from the image. Secondly, different filtering steps are applied to this 

segmented image to obtain the face candidate region only. After that, Feature-Based 

approach is used to detect the features from this candidate face which can work in 

real-time with minimal training in contrast to other approaches such as image-based 

approach. Finally, some rules is applied in order to judge if this candidate is profile 

face or not either the profile face is right or left. 

 

To strengthen this work, Template Matching approach is used to detect a frontal face. 

After detecting the face correctly, some pre-processing steps is applied to the detected 

face to obtain a down scaled normalized gray face image that help in reduce the 

computation complexity when applying the face recognition algorithm. The Fisher 

faces technique is applied to the processed face in order to recognize it in different 

conditions. 

 

This work has advantages over other approaches flow out from the ability of the 

proposed algorithm on detecting faces with different poses (Left, Right and Frontal) 

in varying illumination conditions and different races. This is done by merging some 

already defined algorithms such as Template Matching with new proposed algorithm 

to strength the detection process and obtaining robust algorithm with good results. 

 

Experimental results show that the proposed method is robust under a wide range of 

lighting conditions, different poses, and different races. These results are taken from 

three different face databases which are GTAV, FEI and Champions. These databases 

contain peoples from different races under different illumination conditions. The 

proposed method is implemented using Matlab version 7.6 software and they 

evaluated using Delll-inspiron laptop run with a 2-GHz CPU and has a 3-GB DDR2 

RAM. The correct detection rate for the GTAV face database is 95.04%. While, for 

FEI face database it has 94.5% rate. Finally, For Champions face database the 

detection rate is 93.3%. 

The proposed face detection algorithm give good results compared to other 

researchers algorithms. The comparison of this proposed algorithm with other face 

detection algorithms gives an improved performance rate estimated by 2.87%. While, 

the comparison of our used face recognition algorithm after applying some proposed 

pre-processing steps with other algorithms gives an improved performance rate 

estimated by 0.2% . 

KeyWords: Face Detection, Face Recognition, Fisher Face, Skin Segmentation, 

Profile Face, Frontal Face, Complex Background, Different Lightening Conditions, 

Face Pose. 
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Chapter 1 

INTRODUCTION 

 

1.1 Background 

The face plays a main role in carrying identity of persons. One of things that 

really admire the viewer is the human ability to recognize faces. Humans can 

recognize thousands of faces and identify familiar faces despite large changes in the 

visual stimulus due to viewing conditions, expression, aging, sex, and distractions 

such as glasses, or changes in hair style [1]. When we pays attention to human ability 

in Face Recognition (FR), we don't know how faces are decoded by the human brain. 

FR has been studied for over two decades [2, 3, 4], in order to make a noticeable 

advance in this admire field and it is still an active subject due to extensive practical 

applications. Many recent events, such as terrorist attacks, exposed serious weakness 

in most sophisticated security systems. Various government agencies are now more 

motivated to improve security data systems based on body or behavioral 

characteristics, often called biometrics. Biometrics is a very attractive technology, 

because it can be integrated into any application requiring security or access control, 

effectively eliminating risks associated with less advanced technologies that are based 

on what a person have or know rather than whom a person really is.  

Perhaps the most common biometrics are fingerprints and iris, but many other human 

characteristics have been studied in last years such as finger/palm geometry, voice, 

signature, face. Figure 1.1 shows the spreading of the most popular biometrics in the 

last years from a commercial point of view. 

However, biometrics have drawbacks. Iris recognition is extremely accurate, but 

expensive to implement and not very accepted by people. Fingerprints are reliable and 

non-intrusive, but not suitable for non-collaborative individuals. On the contrary, FR 

seems to be a good compromise between reliability and social acceptance and 

balances security and privacy well. 
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Figure 1.1: The spreading of most popular biometrics [23]. 

 
FR is done naturally by humans. However, developing a computer algorithm to do the 

same thing is difficult. Assume for the moment we start with images, and we want to 

distinguish between images of different people. Many FR have been developed to 

construct a set of "images" that provides the best approximation of the overall image 

data set. The training set is then projected onto this subspace. To query a new image, 

we simply project the image onto this subspace and seek a training image whose 

projection is closest to it. 

Face Detection (FD) is one of the main biometric features that many researches 

concentrate on developing algorithms to apply it in different systems. FD is one of the 

fundamental techniques that enable a Human Computer Interaction (HCI) [5]. So, FD 

is the main step stone to all facial analysis algorithms, including face alignment, face 

verification/authentication, gender/age recognition, and especially in FR which is the 

area of our interest. The following sections will hold the light on the approaches that 

can be used in FD and FR fields. 

1.2 Face Detection Obstacles 

The goal of FD is to determine whether or not there are any faces in the image 

and, if present, locate the image face. While this appears as a trivial task for human 

beings, it is a very challenging task for computers, and has been one of the top studied 

research topics in the past few decades [6,7]. Early efforts in FD have presented as 

early as the beginning of the 1970s, where simple heuristic techniques [8] were used. 
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These techniques are largely rigid since they assume ideal conditions such as plain 

background and frontal face. Some of the factors that make FD such a difficult task 

are: 

 

 Face orientation: A face can appear in many different poses. For instance the 

face can appear in a frontal or a profile (i.e. sideways) position. Furthermore a 

face can be rotated in plane (e.g. it appears under an angle of 45'), so the near 

profile face position can appear in the image. Therefore, a face appears in 

many different shapes in an image. 

 Face size: The size of the human face can vary a lot. Not only do different 

persons have different sized faces, also faces closer to the camera appear 

larger than faces that are far away from the camera. 

 Different facial expression: The appearance of a person who is laughing is 

totally different than the appearance of a person who is angry. Therefore facial 

expressions directly affect the appearance of the face in the image. 

 Different facial feature: Some people wear glasses, some have a beard or a 

mustache, others have a scar. These types of features are called facial features. 

There are countless examples of facial features and they all vary in shape, size 

and color. 

 Occlusion: Faces in images may be partially occluded. For instance a person 

standing in front of another or an object that is placed in front of the face. 

Therefore only part of the facial image is present in the image. 

 Lighting condition: Faces appear totally different when different lighting 

conditions are used. For instance when side lighting is used, a part of the face 

is very bright while the other part is very dark. 

 

1.3 Face Detection Approaches 

FD techniques require a priori information of the face, so, they can be effectively 

organized into two broad categories which can be used to determine the face 

knowledge from one person to other. The first approach is feature-based, while the 

second approach is image-based approach. The following sections discuss each 

category alone. 
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1.3.1 FD Feature-Based Approach 

This approach apply many techniques in FD that make explicit use of face 

knowledge and follow the classical detection methodology in which low level features 

are obtained prior to knowledge-based analysis. Typically, in these techniques FD 

tasks are accomplished by manipulating distance, angles, and area measurements of 

the visual features derived from the image. Since features are the main components, 

these techniques are termed the feature-based approach [9]. This approach has the 

majority of interest in FD research starting as early as the 1970s, and we base on it in 

my research. 

It is easy to come up with simple rules to describe the features of a face and their 

relationships. For example, a face usually appears with two eyes that are symmetric to 

each other, a nose and mouth. The relationships between these features can be 

represented by their relative distances and positions. Faces are then detected by 

applying these codes rules to find features. Face candidates are detected after applying 

all the rules. 

One problem with this approach is that, it is difficult to translate our knowledge about 

faces into rules effectively. If the rules are strict it may fail to detect faces that don't 

pass all the rules. If the rules are too general, it may give many false positives [7]. 

In any FD problem use feature-based approach for locating face firstly, it will start 

with low level feature analysis in which segmentation of visual features using pixel 

properties such as gray-scale and color will be done. After that, Features generated 

from this are likely to be ambiguous which can be solved by higher level feature 

analysis such as Template Matching approach that use knowledge of face geometry to 

characterize and subsequently verify various features from their ambiguous state 

[10,11]. 

 

1) Low Level Analysis 

The following section shows the features that can be detected from low level 

feature analysis step: 

 

- Color Information 

In spite of obtaining important feature information from gray information, color is 

a more powerful means of describing object appearance. Detection of skin color in 
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color images is a very popular and useful technique for FD process. Many techniques 

[12, 13] have reported for locating skin color regions in the input image. There are 

many color spaces used to classify the skin color. We go through the most popular 

color spaces that can be used in FD which are RGB, YCbCr. 

 

- RGB Color Space 

One of the most widely used color spaces (models) is RGB, which consists of three 

additive primaries colors: red, green and blue. Spectral components of these colors 

combine additively to produce a resultant color [14]. The RGB model is represented 

by a 3-dimensional cube with red green and blue at the corners on each axis as shown 

in Figure 1.2. Black is at the origin. White is at the opposite end of the cube. The gray 

scale follows the line from black to white [14]. In a 24-bit color graphics system with 

8 bits per color channel, red is (255, 0, 0) and blue is (0, 0,255). On the color cube, it 

is respectively (1, 0, 0) and (0, 0, 1). 

 
Figure 1.2: RGB Color Cube [14]. 

 

Though RGB model is used in computer graphics, it is not ideal for all applications. 

Because the red, green and blue color components are correlated, it is difficult to use 

RGB color space in some image processing algorithms for skin color classifying. 

However, RGB is one of the most common color spaces used in this field; but this 

color space components (Red, Green, Blue) doesn't represent only the color but also 

luminance that may vary across a person's face because of different lighting 

conditions so, this model is not a reliable for separating skin pixels from non-skin 

pixels. 
 

- RGB Color Value Normalization 

Since the main variation in skin appearance is largely due to luminance change 

(brightness) [15], normalized RGB colors are generally preferred, so that the effect of 
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luminance can be filtered out. The normalized colors can be derived from the original 

RGB components as follows: 

BGR

R
r


  ……………….. (1.1) 

BGR

G
g


  ……………….. (1.2) 

BGR

B
b


  ……………….. (1.3) 

 

Where, R, G and B are the three components of the RGB color space. From above 

equations, it can be seen that (r + g + b= 1). The normalized colors can be effectively 

represented using only r and g values as b can be obtained by noting (b=1- r- g) so, 

the third component (b) does not hold any significant information and can be omitted, 

reducing the space dimensionality. 

 

- YCbCr Color Space 

YCbCr color space has been defined in response to increasing demands for digital 

algorithms in handling video information, and has become a widely used model in a 

digital video. YCbCr is from the family of television transmission color spaces that 

includes others formats such as YUV and YIQ so; it is a digital color system while 

YUV and YIQ are analog spaces. 

YCrCb is an encoded nonlinear RGB signal, commonly used by European television 

studios and for image compression work. YCbCr separates RGB (Red-Green-Blue) 

color space into luminance and chrominance information which are useful in 

detecting face skin color applications [15]. Color is represented by luma (Y) (i.e. 

luminance), computed from nonlinear RGB , constructed as a weighted sum of the 

RGB values, and two color difference values chrominance red (Cr) and chrominance 

blue (Cb) that are formed by subtracting luma from RGB red and blue components. 

BGRY 114.0587.0299.0  ……………….. (1.4) 

YRCr  …………………………………….. (1.5) 

YBCb  …………………………………….. (1.6) 

The Y component describes brightness; the other two values describe a color 

difference rather than a color, making the color space unintuitive. The transformation 

simplicity and explicit separation of luminance and chrominance components makes 
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this color space attractive for skin color modeling. In contrast to RGB, the YCbCr 

color space is luma independent, resulting in a better performance.  

 

2) High Level Analysis 

After analyzing the image in low level and extracting the skin tone areas and the 

edges in an image, it is required to determine whether the patches are faces or not. To 

achieve this goal, Template Matching algorithm is used as the main face detector in 

the system. 

- FD Template Matching Approach 

In Template Matching, a standard pattern of face (normally frontal view) is stored 

first. Given an input image, the correlation values of several sizes of the standard 

pattern are calculated for the face contour, eyes, nose and mouth independently. The 

final determination for the existence of a face is done based on these correlation 

values. The approach has the advantage of being simplistic but has several 

disadvantages. One of them is it cannot deal with variation of faces in scale, shape 

and pose. Other approaches have been proposed to achieve scale and shape invariance 

such as deformable Template Matching [16]. 

 

1.3.2 Image-Based Approach 

Taking advantages of the current advances in pattern recognition theory, the 

techniques in this group address FD as a general recognition problem. Image-based 

representations of faces, for example in 2D intensity arrays, are directly classified into 

a face group using training algorithms without feature derivation and analysis. Unlike 

the feature-based approach, these relatively new techniques incorporate face 

knowledge implicitly into the system through mapping and training schemes.  

The feature-based FD techniques still have many problems in unpredictability of face 

appearance and environmental conditions that affect the system robustness. Although 

some of the recent feature-based attempts have improved the ability to cope with the 

unpredictability, most are still limited to head and shoulders. 

Many researches have been presented in this approach such as Eigenfaces [17,18], 

Neural Networks (NNs) [19], Support Vector Machine (SVM) [20], Bayesian 

Approach [21] and Hidden Markov Model (HMM) [22] . 
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1.4 Skin Color Segmentation 

Skin color is an important part in any FD system, so defining robust skin color 

segmentation algorithm is an important step and it will affect the next FD process. 

The skin-color information can be used as a pre-processing step to segment skin 

pixels in the face image from non-skin pixels and this will help in reducing the 

difficulties that can appears due to the effects of different human races, varying light 

sources and confusing backgrounds. 

Detecting skin-color accurately is not an easy task, for this purpose a robust and 

reliable skin color model must be proposed which can be used in segmenting and 

detecting the skin region in different conditions and with different faces. 

There are different approaches that can be used for color segmentation and here we 

mention to two widely used approaches: 

(a) Skin color threshold based segmentation: Color segmentation can basically be 

performed using appropriate skin color thresholds where skin color is modeled 

through histograms or charts. 

(b) Skin color Statistical measure based segmentation: More complex methods make 

use of statistical measures that model face variation within a wide user spectrum.  

 

1.5 Face Recognition Applications 

FR has many applications which are centered long two main primary tasks: 

1. Verification (one-to-one matching): When presented with a face image of an 

unknown individual along with a claim of identity, ascertaining whether the 

individual is who he/she claims to be [23]. 

2. Identification (one-to-many matching): Given an image of an unknown 

individual, determining that person‟s identity by comparing (possibly after 

encoding) that image with a database of (possibly encoded) images of known 

individuals [23]. 

There are numerous application areas in which FR can be exploited for these two 

purposes, a few of which are outlined below. 

 Security: access control to buildings, airports/seaports, ATM machines and 

border checkpoints [24]; computer/ network security [25]; email 

authentication on multimedia workstations. 
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 General identity verification: Electoral registration, banking, electronic 

commerce, identifying newborns, national IDs, passports, drivers‟ licenses, 

employee IDs. 

 Criminal justice systems: Mug-shot/booking systems, post-event analysis, 

forensics. 

 Image database investigations: Searching image databases of licensed 

drivers benefit recipients, missing children, immigrants and police bookings. 

 “Smart Card” applications: In lieu of maintaining a database of facial 

images, the face-print can be stored in a smart card, bar code or magnetic 

stripe, authentication of which is performed by matching the live image and 

the stored template [26]. 

 

1.6 Face Recognition: Structure and Procedure 

Given a picture taken from a digital camera, if we like to know if there is any 

person inside, where his/her face locates at, and who he/she is.  Towards this goal, we 

generally separate the FR procedure into three steps: Face Detection, Feature 

Extraction, and Face Recognition (see Figure 1.4). 

 

Face 

Detection

Face 

Input Image

Feature 

Extraction
Face 

Recognition

 
Figure 1.4: Configuration of a general FR structure. 

 

1.6.1 Face Detection 

 The main function of this step is to determine (1) whether human faces appear in a 

given image, and (2) where these faces are located at. The expected outputs of this 

step are patches containing each face in the input image.  In Chapter 4, we present a 

new technique for detecting and locating a face in different circumstances. The more 

important issue that must be mentioned in this chapter is that FD serves as the pre-

processing for FR; FD could be used for region-of-interest detection, retargeting, 

video and image classification, etc. 
 

1.6.2 Feature Extraction 

After the FD step, human-face patches are extracted from images. Directly using 

these patches for FR have some disadvantages, first, each patch usually contains over 
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1000 pixels, which are too large to build a robust recognition system [3]. Second, face 

patches may be taken from different camera alignments, with different face 

expressions, illuminations, and may suffer from occlusion and clutter. To overcome 

these drawbacks, feature extractions are performed to do information packing, 

dimension reduction, salience extraction, and noise cleaning. After this step, a face 

patch is usually transformed into a vector with fixed dimension or a set of fiducial 

points and their corresponding locations. 

 

1.6.3 Face Recognition 

After formulizing the representation of each face, the last step is to recognize the 

identities of these faces. In order to achieve automatic recognition, a face database is 

required to build. For each person, several images are taken and their features are 

extracted and stored in the database. Then when an input face image comes in, we 

perform FD and feature extraction, and compare its feature to each face class stored in 

the database. In Figure 1.5, we show an example of how these three steps work on an 

input image. 

There have been many researches and algorithms proposed to deal with FR problem, 

but before going into details of techniques and algorithms of FR, we‟d like to make a 

digression here to talk about pattern recognition. The discipline, pattern recognition, 

includes all cases of recognition tasks such as speech recognition, object recognition, 

data analysis, and FR, etc. 

The general structure of pattern recognition is shown in Figure 1.6 In order to 

generate a system for recognition; we always need data sets for building categories 

and compare similarities between the test data and each category. 

A test data is usually called a “query” in image retrieval literatures. From Figure 1.6, 

we can easily notice the symmetric structure. 

- Starting from the data sets side: 

Step 1: Perform dimension reduction (i.e. feature extraction) on the stored raw data. 

Step 2: After a dimension reduction, each raw data in the data sets is transformed into 

a set of features, and the classifier is mainly trained on these feature representations. 

- When a query comes in: 

Step 3: Perform the same dimension reduction procedure on it and enter its features 

into the trained classifier. The output of the classifier will be the optimal class 
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(sometimes with the classification accuracy) label or a rejection note (return to 

manual classification).  

 

 

 

 

 
Figure 1.5: An example of how the three steps work on an input image. (a) The input image and the 

result of FD (the red rectangle) (b) The extracted face patch (c) The feature vector after feature 

extraction (d) Comparing the input vector with the stored vectors in the database by classification 

techniques and determine the most probable class (the red rectangle). Here we express each face patch 

as a d-dimensional vector, the vector nmx ,  as the thn  vector in the thm  class, and kN  as the number 

of faces stored in the thk  class [41]. 

 

1.7 Research Overview 

In this section, we present detailed information about this thesis. First, we start by 

identifying the importance of this field in natural life including the motivations behind 

this study, objectives to be accomplished, methodology that has been followed, and 

our contributions throughout this work and finally, we show the content of this 

research. 

 

1.7.1 Motivation 

FR is one of the most successful applications of image analysis and 

understanding. This field is expected to improve many fields especially in security 

systems that can be applied in many places such as agencies and governments, etc. 

and provide the user ability to judge if the detected face person image is the same one 

stored in database. The main motivation for FR filed is because it is considered a 

passive, no intrusive system to verify and identify people [11]. 

Many recent events, such as terrorist attacks, exposed serious weakness in most 

sophisticated security systems such as (credit card verification and criminal 

identification). Various government agencies are now more motivated to improve 

security data systems based on body or behavioral characteristics, often called 

biometrics [6]. FR is an important issue in such security systems. For example, the 

ability to model a particular face and distinguish it from a large number of stored face 
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models would make it possible to vastly improve criminal identification. However, 

different environment conditions such as detecting faces with different poses, 

different lightning conditions, complex backgrounds and detecting faces with glasses, 

tend to significantly affect system FR performances and leads to an inability to 

recognize faces correctly.  

Understanding these vulnerabilities can lead to developing new techniques for 

improving recognition performance. Many techniques have been developed to solve 

these conditions [33, 62], but, they still have some defects that may affect the FR 

system performance. In this research a new technique will be used for FD and FR 

which will improve the recognition performance rates. 

 

1.7.2 Objectives 

This research explores the capabilities, strengths, and weaknesses of a new 

proposed technique based in feature-based approach for detecting face which will 

pave the way for using fast statistical approaches for FR. 

The fundamental goal for this research is twofold. First, it explores a new technique 

for detecting face correctly from still images taking into account the different 

vulnerable conditions that can be presented in the image [1]. Second, it processes the 

detected face image as a preceding step for helping in recognizing the face using 

robust recognition techniques. 

 

1.7.3 Methodology 

This research composed of two main parts which are relevant to each other and in 

some cases, we can't separate them. Firstly, FD part which prepare for the second part 

which is FR. 

It is worth mentioning that any FR technique can be broadly divided into three 

categories [2]: 

i) Those that operate on intensity images, 

ii) Those that deal with video sequences, and 

iii) Those that require other sensory data such as 3D information or infra-red 

imagery. 

In this research; we deal with intensity images, and this study is conducted in the 

following phases: 
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 Study the basic principal of colored-based images. 

 Review of the existing skin segmentation approaches that can pave the way for 

implementing a robust and efficient FD technique. 

 Review of the existing FD approaches. 

 Determine the major vulnerable conditions in the still images that affect the 

FD process. 

 Determine the types of the still images and which one can be selected in our 

research. 

 Review of the existing FR approaches. 

 Identify the main problems that affect the FR system. 

 Design a new robust technique to FD under vulnerable conditions which can 

pave the way for implementing an efficient FR technique.  

 Evaluate the proposed new techniques in different conditions. 

 

1.7.4 Contributions 

This thesis explores the obstacles that face any FD system. These obstacles varies 

from image to other but, they will affect with no doubt any FR system. Many 

researches done in this field from past years but this field is still need more and more 

work to solve all obstacles. Hence, it is all the more necessary for developers to 

incorporate methods of detecting face in the presence of different obstacles. The main 

contributions of this research are highlighted hereunder: 

 

 This research, provide algorithms that can overstep a wide range of variations 

challenges that appears in FR systems to provide efficient results. These 

algorithms start from skin segmentation (filtering) till FD. 

 We present a new FD algorithm which is deal with still images and works with 

different viewing conditions (profile and near profile faces) under different 

surrounded conditions such as complex background, various illumination 

conditions, different people's distractions (eye glasses) and different people 

races.  

 We use FD the feature-based approach as the base approach in searching for 

important features located in the face. So, the face features are the main 
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components in our proposed algorithm and this leads to work with high-level 

rather than low-level stages. 

 This work is different from another researches because, it uses feature-based 

approach for detecting different face features which are together form mixture 

of features that lead to detect the face correctly and propose a robust face 

algorithm deals with different environment conditions. 

 This research uses existing techniques such as Template Matching to strength 

the proposed algorithm in dealing with different face poses. 

 

1.7.5 Organization 

We commence this thesis by providing a background in the FR filed and we 

mention to the importance of FD step to get a robust FR system. After that, we 

proceeds with introducing the research objectives, methodology, contributions and 

provide an overview of the remainder of this document. Chapter 2, provides a brief 

review about the FD and FR approaches related works done in this field previously.  

In Chapter 3, we present a brief survey of known techniques in FD and FR used in 

this field. Afterwards Chapter 4, contains comprehensive and formal description of 

this thesis work. We propose new algorithms for FD that deals with different viewing 

conditions (profile faces and near profile faces) and under different surrounded 

conditions. Finally, in the end of this chapter we mention to the FD technique used for 

FR in our thesis. Chapter 5 explains the evaluation of this research effort via testing 

the proposed algorithms in FD in relevant face databases. Also, we provide testing 

results for applying our used FR algorithm to the detected face after applying some 

processing steps on it. This chapter includes the discussion on these results and how 

they can give good results compared to other already implemented algorithms in this 

field. Finally, Chapter 6 concludes the thesis with a summary of the research findings, 

including important concepts; techniques behind this research effort, significance of 

research results and the future work can be done in this field. 
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Chapter 2 

RELATED WORK 

2.1 Overview 

 Various methods to FR have been proposed to resolve the variations occur with 

FR process [10,11,39, 40]. PCA[42], NNs[38], machine learning, information theory, 

geometrical modeling, (deformable) Template Matching, Hough transform, motion 

extraction, and color analysis are examples of these methods. 

FR algorithms can be classified into two main categories according to feature 

extraction schemes: feature-based methods and holistic appearance-based methods 

[1,52]. In the first type, properties and geometric relations such as the areas, distances, 

and angles between the facial features like eyes, nose, and mouth are used as 

descriptors for FR. The use of geometric features for FR is popular in the earlier 

literature [75]. The advantages of this representation include: it drastically reduces the 

number of input dimensions and it is less sensitive to variation in illumination. Also, 

it can work real-time with minimal training. However, these methods are usually 

criticized for two reasons. First, geometric features are hard to be extracted in some 

complicated case. For instance, some eye localization techniques assume some 

geometric and textural models and do not work if the eye is closed. Besides that the 

lightening sources and skin colors also affect the extraction of the features. Second, 

geometric features alone are not enough to fully represent a face because rich 

information contained in the facial texture or appearance is discarded. These two 

reasons will lead to the important downfall of this category which is its inaccuracy. 

2.2 Face Detection Approaches 

2.2.1 Feature-Based Methods 

- Geometrical Features 

Many researchers have explored geometrical feature based methods for FR. 

Kanade [74] presented an automatic feature extraction method based on ratios of 

distances (between feature points such as the location of the eyes, nose, etc.) and 

reported a recognition rate of between 45-75% with a database of 20 people. Brunelli 

and Poggio [75] compute a set of geometrical features such as nose width and length, 

mouth position, and chin shape. They report a 90% recognition rate on a database of 
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47 people. However, they show that a simple Template Matching scheme provides 

100% recognition for the same database. Cox, Ghosn and Yianilos [76] have recently 

introduced a mixture-distance technique which achieves a recognition rate of 95% 

using 95 test images and 685 training images (one image per person in each case). 

Each face is represented by 30 manually extracted distances. 

Shih et.al [83], presents a novel approach for the extraction of human head, face and 

facial features. They try to locate a face in a normal lighting condition and using plain 

background and. However, it is difficult to detect a face in a complex background and 

under various lighting conditions. 

Hsu et.al.[62] present a new approach for FD in color image in the presence of  

varying lightening conditions as well as complex background which gives a good 

results. Wu et.al [84] proposed an efficient face candidates selector algorithm for FD 

tasks in still gray level images. They use eye-analog segment information. But, this 

algorithm fail when detecting a person wears glasses. 

Geometrical facial templates and the Hough transform were incorporated to detect 

grayscale frontal faces in real time applications [39]. Face detectors based on Markov 

random fields [48] and Markov chains [49], make use of the spatial arrangement of 

pixel gray values. 

- Template Matching 

Template Matching is another method that can be used in FR that fall into feature-

based category. Template Matching such as [75] operates by performing direct 

correlation of image segments (e.g. by computing the Euclidean distance). Template 

Matching is only effective when the query images have the same scale, orientation, 

and illumination as the training images [76]. 

Bruneli et.al [79] automatically selected a set of four features templates, i.e., the eyes, 

nose, mouth, and the whole face, for all of the available faces. They compared the 

performance of their geometrical matching algorithm and Template Matching 

algorithm on the same database of faces which contains 188 images of 47 individuals. 

The Template Matching was superior in recognition (100 percent recognition rate) to 

geometrical matching (90 percent recognition rate) and was also simpler. The 

disadvantage of this method is that it is very slow when it is used alone in critical 

applications. 
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In this thesis, we try to make a better system using this feature-based approach which 

has all the advantages of feature-based machine and also is very accurate.  

2.2.2 Appearance-Based Methods 

On the contrary, holistic appearance-based methods emphasize preserving the original 

images as much as possible. In these methods, usually the global properties of the face 

image intensity pattern are used to extract information about texture and shape that 

are useful for distinguishing faces. In some direct comparisons of FR using feature-

based and appearance-based representations, the appearance-based approaches 

outperformed the feature-based systems [75,82]. The weakness of this category is the 

large number of training that has to be performed on the system for faces and non 

faces, so that the system can detect faces in different background complexities. One of 

the most well-known appearance-based projection method is the Eigenfaces technique 

[17,18], which is based on PCA. In the late 1980s, Sirovich and Kirby [27] were the 

first to utilize PCA [28] to economically represent face images. They demonstrated 

that any particular face can be efficiently represented along the eigenpictures 

coordinate space, and that any face can be approximately reconstructed by using just a 

small collection of eigenpictures and the corresponding projections („coefficients‟) 

along each eigenpicture. 

The PCA method has been proved to discard noise and outlier data from the training 

set, while they may also ignore some key discriminative factors which may not have 

large variation but dominate our perception.  

 

2.3 Face Recognition Approaches 

The method for acquiring face images depends upon the underlying application. 

For instance, surveillance applications may best be served by capturing face images 

by means of a video camera while image database investigations may require static 

intensity images taken by a standard camera. Some other applications, such as access 

to top security domains, may even necessitate the forgoing of the nonintrusive quality 

of FR by requiring the user to stand in front of a 3D scanner or an infra-red sensor. 

Therefore, depending on the face data acquisition methodology, FR techniques can be 

broadly divided into three categories: methods that operate on intensity images, those 
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that deal with video sequences, and those that require other sensory data such as 3D 

information or infra-red imagery. 

The following sections discussion will mention the methods in each category and 

attempts to give an idea of some of the benefits and drawbacks of the schemes 

mentioned there in general.  

 

2.3.1 Face Recognition From Intensity Images 

FR methods for intensity images fall into two main categories which are feature-

based category and holistic category [55, 56]. 

 

i) Feature-Based Category 

Feature-based approaches first process the input image to identify and extract (and 

measure) distinctive facial features such as the eyes, mouth, nose, etc., as well as 

other fiducial marks, and then compute the geometric relationships among those facial 

points, thus reducing the input facial image to a vector of geometric features. Standard 

statistical pattern recognition techniques are then employed to match faces using these 

measurements.  

More sophisticated feature extraction techniques involve deformable templates [57], 

Hough transform methods [58] and morphological operations [65]. However, all of 

these techniques rely heavily on heuristics such as restricting the search subspace with 

geometrical constraints [54]. Furthermore, a certain tolerance must be given to the 

models since they can never perfectly fit the structures in the image. However, the use 

of a large tolerance value tends to destroy the precision required to recognize 

individuals on the basis of the model's final best-fit parameters and makes these 

techniques insensitive to the minute variations needed for recognition. 

The main advantage offered by the featured-based techniques is that since the 

extraction of the feature points precedes the analysis done for matching the image to 

that of a known individual, such methods are relatively robust to position variations in 

the input image [53]. In principle, feature-based schemes can be made invariant to 

size, orientation and or lighting. Other benefits of these schemes include the 

compactness of representation of the face images and high speed matching. 

The major disadvantage of these approaches is the difficulty of automatic feature 

detection and the fact that the implementer of any of these techniques has to make 

arbitrary decisions about which features are important [29].  
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ii) Holistic Category(Appearance-Based) 

Holistic approaches are also called appearance-based methods attempt to identify 

faces using global representations, i.e., descriptions based on the entire image rather 

than on local features of the face. To be more clearly distinguished from feature-based 

methods, we can say that feature-based methods directly extract information from 

some detected fiducial points (such as eyes, noses, and lips, etc). During the past 

twenty years, holistic-based methods attract the most attention against other methods, 

so we focus more on this category which we use for FR.  

 

2.4 Dimension Reduction Approaches 

Dimension reduction is one of the most important steps in pattern recognition and 

machine learning. It is difficult to directly use the raw data (ex. face patches) for 

pattern recognition, not only because significant parts of the data haven‟t been 

extracted but also because the extremely high dimensionality of the raw data. 

Significant parts (for recognition purposes or the parts with more interest) usually 

occupy just a small portion of the raw data and cannot directly be extracted by simple 

methods such as cropping and sampling. The goal of dimension reduction is to extract 

useful information and reduce the dimensionality of input data into classifiers in order 

to decrease the cost of computation and solve the curse of dimensionality problem 

[36]. 

There are two main categories of dimension reduction techniques [41]: 

1) Domain-knowledge approaches: Perform dimension reduction based on 

knowledge of the specific pattern recognition case. For example, in image 

processing and audio signal processing, the discrete Fourier transform (DFT) 

discrete cosine transform (DCT) and discrete wavelet transform are frequently 

used because of the nature that human visual and auditory perception have 

higher response at low frequencies than high frequencies. 

2) Data-driven approaches: Extract useful features from the training data by 

some kinds of machine learning techniques. For example, the eigenface are 

one of major techniques that fall into this approach which determines the most 

important projection bases based on the Principal Component Analysis (PCA), 

which are dependent on the training data set, not the fixed basis like the DFT 
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or DCT. This approach is the one we use it in this thesis for dimension 

reduction in order to build a robust FR method. 

 
Figure 2.1: The general structure of a pattern recognition system [41]. 

 

Automatic FR (see Figure 2.1), can be seen as pattern recognition problem which is 

hard to be solved due to its nonlinearity. We can think of it as a Template Matching 

problem, where recognition has to be performing in a high dimensionality space. 

Since higher the dimension of space is, more the computations are needed to find the 

match. A dimensionality reduction technique is used to project the problem in a lower 

dimensionality space. These approaches can be categorized according to the 

projection methods used for feature extraction (dimensionality reduction) into linear 

and non-linear methods. PCA , LDA and Template Matching considered as linear 

methods. While, there are another non-linear methods used in FR field such as 

Artificial Neural Network (ANN) approach. 

Process 
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Figure 2.2: The major part of FR algorithm. 
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2.4.1 Linear projection methods 

- PCA and Eignfaces 

Eigen faces [63] can be considered as one of the first approaches in this sense. One 

important date for FR was beginning of the 90‟s when Turk et.al [17,18] implemented 

the eigenfaces approach based on PCA algorithm, which is surely the most popular 

FR method [23] and the resulting eigenfaces are classified by comparison with known 

individuals. 

Turk and Pentland [63] present results on a database of 16-subjects with various head 

orientation, scaling, and lighting. Their images appear identical otherwise with little 

variation in facial expression, facial details, pose, etc. For lighting, orientation, and 

scale variation their system achieves 96%, 85% and 64% correct classification 

respectively. Scale is re-normalized to the eigenface size based on an estimate of the 

head size. The middle of the faces is accentuated, reducing any negative effect of 

changing hairstyle and backgrounds. 

Recently, in [79] experiments with ear and FR, using the standard PCA approach, 

showed that the recognition performance is essentially identical using ear images or 

face images and combining the two for multimodal recognition results in a 

statistically significant performance improvement. For example, the difference in the 

rank-one recognition rate for the day variation experiment using the 197-image 

training sets is 90.9% for the multimodal biometric versus 71.6% for the ear and 

70.5% for the face. 

In summary, it appears that eigenfaces is a fast, simple, and practical algorithm. 

However, it may be limited because optimal performance requires a high degree of 

correlation between the pixel intensities of the training and test images. 

 

- LDA and Fisher Faces 

The LDA (Linear Discriminant Analysis) [64] has been proposed as a better 

alternative to the PCA. It searches for those vectors in the underlying space that best 

discriminate among classes (rather than those that best describe the data). Indeed the 

LDA provides better classification performances only when a wide training set is 

available, and some results discussed by Martinez et.al [60], confirm this thesis.  
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Fisher‟s Linear Discriminant (FLD) is a widely used method for feature extraction 

and dimensionality reduction in pattern recognition. Peter et.al [33] develop a FR 

algorithm which is insensitive to large variation in lighting direction and facial 

expression. They use a projection method that based on Fisher‟s Linear Discriminant 

and produces well separated classes in a low-dimensional subspace, even under severe 

variation in lighting and facial expressions. 

 

2.4.2 Non-Linear projection methods 

- Neural Network Approaches 

 ANN, often just called NNs, is a mathematical model or computational model 

based on biological NNs. The attractiveness of using NNs could be due to its non-

linearity in the network.  It consists of an interconnected group of artificial neurons 

and processes information using a connectionist approach to computation. In most 

cases an ANN is an adaptive system that changes its structure based on external or 

internal information that flows through the network during the learning phase [69]. 

One of the first NN techniques used for FR is a single layer adaptive network called 

WISARD which contains a separate network for each stored individual [80]. The way 

in constructing a NN structure is crucial for successful recognition. It is very much 

dependent on the intended application. For FD, multilayer perceptron [81] and 

convolutional NN [46] have been applied. For face verification, [61] is a multi-

resolution pyramid structure. Lawrence et.al [83] proposed a hybrid NN which 

combines local image sampling, a self-organizing map (SOM) NN, and a 

convolutional NN. The authors reported 96.2% correct recognition on ORL database 

of 400 images of 40 individuals. The classification time is less than 0.5 second, but 

the training time is as long as 4 hours. 

Much of the present literature on FR with NNs presents results with only a small 

number of classes (often below 20). For example, in [77] the first 50 principal 

components of images are extracted and reduced to 5 dimensions using an auto-

associative NN. The resulting representation is classified using a standard multilayer 

perceptron. Good results are reported but the database is quite simple: the pictures are 

manually aligned and there is no lighting variation, rotation, or tilting. There are 20 

people in the database. 
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Lin et.al [51] used probabilistic decision-based neural network (PDBNN) which 

inherited the modular structure from its predecessor, a decision based neural network 

(DBNN) [50]. 

The importance of such approach appears from building a system without defining 

"features" of a face manually and such approach can potentially be extended to detect 

other spatially well-defined objects since the system learns from the appearance of the 

training examples without any prior knowledge. However, the disadvantage of this 

approach is that it is difficult to collect enough training examples for such tasks. 

Moreover, there is no theory about the number of examples needed to train the system 

to achieve a certain detect rate [23]. 

These methods give a suitable results in some applications but, it fail in other practical 

applications; for example, the NN-based [43, 44, 68] and view-based [45] approaches 

require a large number of face and non-face training examples, and are designed 

primarily to locate frontal faces in grayscale images. Schneiderman and Kanade [47] 

extend their learning-based approach for the detection of frontal faces to profile 

views. 

 

What's more, there are some issues in building robust FR algorithm that have never been 

issued before, like: 

 All the previously [63,82,83,84] success researches have been presented using 

eignfaces, neural networks, Template Matching and other researches in FR 

field failed to locate faces with some kinds of poses (such as a near-profile). 

 

 Detect a face in a complex background and various lighting conditions or 

when a person wears glasses because these obstacles let the detection process 

is very complex. 

 

 Using a hybrid of Template Matching method with feature-based method is a 

new idea. So by using this idea we can avoid the slowness of using Template 

Matching alone.  
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In summary, no existing technique is free from limitations. Further efforts are 

required to improve the performances of FR techniques. In this thesis, we suggest a 

new approach for developing new algorithms that address the above problems for 

obtaining robust FR algorithms. So, our proposed method detects a face with/without 

eyeglasses with various poses and under different environments conditions. 
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Chapter 3 

BACKGROUND 

3.1 Overview 

FR is one of the few biometric methods that possess the advantages of both high 

accuracy and low intrusiveness. It has the accuracy of a physiological approach 

without being intrusive. Within the last several years, numerous algorithms have been 

proposed for FR [3, 32, 33, 63]. Two of the commonly discussed FR methods are 

Eigenface and Fisherface. 

Any FR system faces many environment obstacles that affect the system output, the 

main one is variation in lightning conditions. Note that lighting variability includes 

not only intensity, but also direction and number of light sources. As showing in 

Figure 3.1, the same person, with the same facial expression which seen from the 

same viewpoint, can appear dramatically different when light sources illuminate the 

face from different directions. 

 

 
Figure 3.1: The same person seen under different lightning conditions can appear dramatically 

different: In the left image, the dominant light source is nearly head-on; in the right image, the 

dominant light source is from above and to the right [33].  

 

In this work, we search for an approach which takes into account the above 

considerations. This is done by finding a linear projection of the faces from the high-

dimensional image space to a significantly lower dimensional feature space which is 

insensitive to variation in lighting direction. So, the main task in any FR system and 

which we do is to reduce image space dimension [67]. 
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3.2 Face Recognition Approaches 

In the following sections some techniques which can be used in reducing the high-

dimensionality space are presented. 

 

3.2.1 Eigenface and Principal Component Analysis 

1) Principal Component Analysis (PCA) 

One of the important techniques used for dimensionality reduction is PCA [64, 

66], also known as Karhunen-Loeve method, which maximizes the scatter of all 

projected samples. PCA projection basis is computed from the dataset we have. 

Algorithm 3.1 presents how does PCA work. 

Algorithm 3.1: PCA Algorithm procedure. 

 

Algorithm 3.1: PCA Algorithm procedure 

Purpose: Calculate the eignface representation of the face image. 

Input: Given N D-dimensional vectors (In FR task, usually N < D). 

Output: Get at least min (N-1, D-1) projection basis with one mean vector. 

Procedure: 

(1) Compute the mean vector Ψ (D-by-1 vector). 

(2) Subtract each by Ψ and get i  

(3) Calculate the covariance matrix Σ of all the is  (D-by-D matrix) 

(4) Calculate the set of Σ (D-by-(N-1) matrix, where each eigenvector is aligned as a column 

vector) 

(5) Preserve the M largest eigenvectors based on their eigenvalues (D-by-M matrix U) . 

(6) i

TU   is the eigenface representation (M-dimensional vector) of the ith face . 

 

2) Eigenface Approach 

 
The eigenfaces main advantage is dimension reduction; it seeks to answer the 

question of which features in feature space are important for classification, and which 

are not. This is done by using PCA of the images of the faces that reduces the 

dimensionality of the training set since it applies a linear projection of the image 

space to a low dimensional feature space, leaving only those features that are critical 

for FR [17, 18]. The PCA yields projection directions that maximize the total scatter 

across all classes, i.e., across all images of all faces and this will retain unwanted 

variations due to lighting.  



www.manaraa.com

27 
 

The eigenface algorithm gave significant influences on the algorithm design for FR in 

the past twenty years, so it is a great starting point for readers to try building a FR 

system. 

 

 Eignface Mathematical Overview: 

More formally, let us consider a training set of N-sample images {x1,x2,…, NX }, 

each of size m x n, and assume that each image belongs to one of  c-classes {X1, X2 

,…, cX }. Let us also consider a linear transformation mapping the original n-

dimensional image space into an m-dimensional feature space, where m < n . 

The new feature vectors m

kY   are defined by the following linear transformation: 

 

K

T

K xWY               K=1, 2 ,…, N     ………….       (3.1) 

where, 

 mnW   is a matrix with orthonormal columns.  

 

Assume the total scatter matrix ST is defined as: 





N

K

T

kkT xxS
1

))((  ……………..…….       (3.2) 

where, 

 N is the number of sample images. 

n  is the mean image of all samples. 

Then, after applying the linear transformation 
TW , the scatter of the transformed 

feature vectors { y1, y2, …., yN } is : 

 

WSW T

T

 …………………………..(3.3) 

In PCA, the projection Wopt is chosen to maximize the determinant of the total scatter 

matrix of the projected samples, i.e., 

WSWW T

T

w
opt maxarg = [ w1  w2  … wm  ]  ……… (3.4) 

where, },....,2,1|{ miwi   is the set of n-dimensional eigenvectors of ST 

corresponding to the m-largest eigenvalues. These eignvectors can be thought of as a 

set of features that together characterize the variation between face images. Each 
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image location contributes more or less to each eignvector. The dimension of the 

feature space is thus reduced to m. 

Since these eigenvectors have the same dimension as the original images, they are 

referred to as Eigenpictures in [27] and Eigenfaces in [17, 18]. Figure 3.2 shows the 

result of applying PCA and Eignface approaches to dataset of images. 

Each Individual face can be represented exactly in terms of a linear combination of 

eignfaces. Each face can also be approximated using only the "best eignfaces" those 

that have the largest eignvalues, and witch therefore account for the most variance 

within of the face set images. The best M-eignfaces span an M-dimensional subspace 

“face space” of all possible images. 

 

 Face Recognition Using Eignfaces 

We use eignface approach from holistic-based to FR in our work. The following 

steps describe how eignface work as shown previously in mathematical overview:  

 

 Initialization Process: 

1) Acquire an initial set of face images (the training set). 

2) Calculate the eigenfaces from the training set, keeping only the M-images that 

correspond to the highest eigenvalues. These M- images define the face space. 

As new faces are experienced, the eigenfaces can be updated or recalculated. 

3) Calculate the corresponding distribution in M-dimensional weight space for 

each known individual, by projecting their face images onto the “face space”. 

 Face Recognition Process: 

After initializing the system, the following steps are then used to recognize new 

input face images: 

1) Calculate a set of weights based on the new input image and the M-eigenfaces 

by projecting the new input image onto each of the eigenfaces. 

2) Determine if the image is a face at all (whether known or unknown) by 

checking to see if the image is sufficiently close to “face space" and this can 

be checked by calculating the Euclidean distances. The test face is recognized 

as the face of training set with the closest distance, if such distance is below a 

certain distance. 
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3) If it is a face, classify the weight pattern as either a known person or as 

unknown. 

  

a) A database with only 10-faces and each face patch is of 

size 100-by-100. 

b) Mean face through the 

computation of PCA basis. 

 

c) Nine-eigenface through the computation of PCA basis (the order of eigenfaces from highest 

eigenvalues is listed from left to right, and from top to bottom). 

Figure 3.2: Summary of applying PCA and Eignface approaches to image dataset[41]. 
 

3.2.2 Fisherface and Linear Discriminant Analysis 

1) Linear Discriminant Analysis (LDA) 

The objective of applying the LDA is to look for dimension reduction based on 

discrimination purpose as well as to find bases for projection that minimize the intra-

class variation but preserve the inter-class variation. 

LDA [28, 35, 59] searches for those vectors in the underlying space that best 

discriminate among classes (rather than those that best describe the data). More 

formally, given a number of independent features relative to which the data is 

described, LDA creates a linear combination of these which yields the largest mean 

differences between the desired classes [60].  

 

2) Fisherface Approach 

The Fisherface [33] algorithm is derived from the Fisher Linear Discriminant 

(FLD), which uses class specific information. By defining different classes with 
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different statistics, the images in the learning set are divided into the corresponding 

classes. Then, techniques similar to those used in Eigenface algorithm are applied. 

Fisherface algorithm results in a higher accuracy rate in independent component axes. 

Each axis is a direction found by PCA. 

The eigenfaces have the advantage of dimension reduction as well as saving the most 

energy and the largest variation after projection. Eigenface method maximizes the 

scatter within the whole training set so, it is expected to work effectively under 

idealized conditions but, it may suffer under variation in lighting direction. This 

happen because the points corresponding to the same class may not be well clustered 

in the projected space, or may be smeared with each other. 

FLD maximizes the between-class variance as well as minimizes the within-class 

variance. A graphic example of FLD is shown in Figure 3.3 . 

 

 
Figure 3.3: An example of FLD in two dimensions, showing the FLD axis that maximizes the 

separation between the classes and minimizes the variation inside the classes. 

 

The LDA has been proposed as a better alternative to the PCA. It expressly provides 

discrimination among the classes, while the PCA deals with the input data in their 

entirety, without paying any attention for the underlying structure. Indeed the main 

aim of the LDA consists in finding a base of vectors providing the best discrimination 

among the classes, trying to maximize the between-class differences, minimizing the 

within-class ones.  

FLD algorithm [34, 37, 53] uses LDA in its work to look for dimension reduction 

based on discrimination purpose as well as to find bases for projection that minimizes 

the intra-class variation but preserve the inter-class variation. FLD tries to “shape” the 

scatter in order to make it more reliable for classification. Because it uses a class 
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specific approach in its work. It must be known that in Fisher algorithm the PCA is 

considered as a preliminary step in order to reduce the dimensionality of the input 

space, and then the LDA to the resulting space, in order to perform the real 

classification. Figure 3.4 shows the flow chart of LDA work in a FR system. 

In our work, we use fisher algorithm which gives an efficient result in FR. In the 

following sub section we show how this algorithm can be used in FR system. 

PCA 

Projection

PCA

Training Templates

Eigenface Class Mean

Obtain LDA Optimal 

Projection

PCA Testing Template

LDA Testing

Verification / Identification

LDA Training Templates

Result

Training Images Testing Images

 
Figure 3.4: Simple flow chart of LDA algorithm. 

 

 

 Fisher Method Mathematical Overview 

This method selects W in eq. (3.1) in such a way that the ratio of the between-class 

scatter and the within-class scatter is maximized. One way to do this is to maximize 

the ratio
Sw

Sb
. Mathematically speaking, for all the samples of all classes, we define 

two measures:  
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1) Let the between-class scatter matrix be defined as: 

  
c
i

T

iiiB NS 1 ))((  ………………………. (3.5) 

2) Let the within-class scatter matrix be defined as: 

   


c
i

Xx

T

ikikw
ik

xxS 1 ))((  ……………….………. (3.6) 

 

where, 

i  
is the mean image of class Xi  

Ni  is the number of samples in class Xi . 

 

If Sw is nonsingular, the optimal projection Wopt is chosen as the matrix with 

orthonormal columns which maximizes the ratio of the determinant of the between-

class scatter matrix of the projected samples to the determinant of the within-class 

scatter matrix of the projected samples, i.e., 

WSW

WSW
W

W

T

B

T

w
opt maxarg     ……………………       (3.7) 

 

where, },...,2,1|{ miWi   is the set of generalized eigenvectors of SB and Sw 

corresponding to the m largest generalized eigenvalues },...,2,1|{ mii  , i.e.,  

iWiiB WSWS  ,  i=1,2,…,m   ………………       (3.8) 

Note that there are at most c - 1 nonzero generalized eigenvalues, and so an upper 

bound on m is c - 1, where c is the number of classes. 

In the FR problem, one is confronted with the difficulty that the within-class scatter 

matrix nn

WS   is always singular. This stems from the fact that the rank of SW is at 

most N - c, and, in general, the number of images in the learning set N is much 

smaller than the number of pixels in each image n. This means that it is possible to 

choose the matrix W such that the within-class scatter of the projected samples can be 

made exactly zero. 

In order to overcome the complication of a singular SW , eq.(3.7) shows an alternative 

to the criterion. This method, which we call Fisherfaces, avoids this problem by 

projecting the image set to a lower dimensional space so that the resulting within-

class scatter matrix SW is nonsingular. This is achieved by using PCA to reduce the 
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dimension of the feature space to N - c, and then applying the standard FLD defined 

by eq. (3.9) to reduce the dimension to c - 1. 

More formally, Wopt is given by: 

T

pca

T

fldopt WWW   ………………………       (3.9) 

where, 

WSWW T

T

W
pca maxarg  ……………..……       (3.10) 

WWSWW

WWSWW
W

pcaW

T

pca

T

pcaB

T

pca

T

W
fld maxarg

  

……..…       (3.11) 

Note that the optimization for Wpca is performed over )( cNn   matrices with 

orthonormal columns, while the optimization for Wfld is performed over mcN  )(  

matrices with orthonormal columns. 

In computing Wpca , we have only the smallest c - 1 principal components. Note that 

there are at most c-1 generalized eigenvectors, therefore at most c-1 "fisherfaces". In 

Chapter 5, the testing results show that using fisherfaces with some image 

preprocessing will give an efficient result. 

 

3.3 Face Detection Approaches 

In the following section we mention to one of the most widely used approach in FD 

process which is Template Matching. In this thesis we use it with another algorithm 

for robust FD system that leads to robust FR system. There are many types of 

Template Matching (Template Matching using Cross-Correlation, Template Matching 

using deformable templates and others). There are many approaches which can be 

used for Template Matching such as Cross-Correlation, Two-Dimensional 

Logarithmic search, Hierarchical search, Sequential search. In this work, we use 

Cross-Correlation technique in this field because of its simplicity and ability to give 

an efficient results in this work. The following section shows how does it work to be 

used in FD process.  

 

3.3.1 Template Matching By Cross-Correlation 

 
The use of cross-correlation for Template Matching is motivated by the distance 

measure (Squared Euclidean Distance) which has the following equation: 
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  yxtf vyuxtyxfvud ,
22

, )],(),([),( ….……….   (3.12) 

where, f is the image and the sum is over x; y under the window containing the feature 

positioned at (u , v). 

Template Matching is conducted by searching for the location (u , v) for which 

),(2
, vud tf  is minimum. In the expansion of d

2
 we get: 

  yxtf vyuxtvyuxtyxfyxfvud ,
222

, )],(),(),(2),([),( ………… (3.13) 

 

We notice that the term  ),(2 vyuxt  is constant. If the term ),(2 yxf  is 

approximately constant then the remaining cross-correlation term: 

C (u,v) = ∑  (   ) (       )   …………………  (3.14) 

 

is a measure of the similarity between the image f (u, v)  and the template t (u,v). The 

minimum of ),(2
, vud tf  is achieved when C(u,v) is maximum for all possible locations 

(u, v).  

In cases for which the assumption of little gray-level variation is not valid, this 

measure is very sensitive to gray-level variations within f (u,v). In such cases the 

cross-correlation coefficient, defined as 

 

   



x y x y

N

vutvuf

vuC
vuC

22
),(),(

),(
),(   ………   (3.15) 

 

is a more appropriate measure. Here, CN (m, n) is a normalized version of c(u,v), and 

variations in f (u,v) tend to cancel out. The cross-correlation coefficient value C(u,v), 

which we choose in this work for classifying a region as a face is defined by 

experiment. From training and experiments we reach that a good threshold value for 

classifying a region as a face is if the resulting correlation coefficient value is greater 

than 0.6. 
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Chapter 4 

THE PROPOSED FACE DETECTION TECHNIQUE 

4.1 Overview 

As known, in any FR system; FD is the first step to be done. In this chapter we 

propose a new algorithm to be used in this field and give good results. In our work, 

we propose algorithm for detecting the person face region, either the person wear 

eyeglasses or not. Also, this algorithm focus on  the a person head pose so, it deal 

with the person with different poses. Another point the algorithm takes into its 

consideration is the illumination condition, it tries to detect the person face region if 

the face is falling under various environments conditions. As we mention in Chapter 

one, FD approaches falls into two categories Feature-Based and Image-Based 

approach. In this thesis, we use feature-based approach for our FD process with some 

scenario that can give us the intended goal which is " Detecting a person face despite 

large changes in the visual stimulus such as different illumination conditions, different 

head poses, different distractions".  

Figure 4.1, shows the block diagram of the proposed FR process. The following 

sections introduce the main steps and parts in our algorithm and how it will work.  

 

4.2 Learning Skin Color Model Parameters 

In this section, we avoid the traditional approach that uses skin color thresholds 

for face segmentation, because this approach doesn't work efficiently in different 

lighting conditions. We propose a new model for skin color classifying that classify 

skin pixels based on statistical measures that model face variation within a wide user 

spectrum. 

This proposed model based on using Gaussian distribution to represent a skin color 

cluster. The Gaussian distribution is characterized by its mean (µ) and covariance 

matrix ( ∑ ). Pixel color from an input image can be compared with the skin color 

model by computing the Mahalanobis distance. This distance measure gives an idea 

of how close the pixel color resembles the skin color of the model. The advantage of 

this statistical color model is that color variation of new users can be adapted into the 

general model by a learning approach. 
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Figure 4.1: Block diagram of the proposed FR scenario. 

 

This proposed model uses a number of skin samples taken from persons of different 

races ( Asian, African, European ) to determine the color distribution of human skin in 

color space. These skin samples are taken from the GTAV [72] and FEI [73] frontal 

face databases. We segment a total of  9,000 (40*30) skin samples from these face 

databases images to be used as a training  examples to determine the color distribution 

of the skin color model. In this work, we take only red and blue chrominance since the 

human faces dominant colors chrominance are red and blue (cr,cb). 

Figure 4.2 shows the color distribution of this skin color model for different selected 

persons with different races. From Figure 4.2, it can be shown that the proposed skin 
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color distribution from the training example selected previously can be represented by 

a Gaussian model.  

  
Figure 4.2: Color distribution for skin-color of different people. 

So, the distribution of this training dataset is over-fitted to Normal (Gaussian) model, 

because when choosing images from different races we get a distribution similar to 

Gaussian. The result of this over-fitting is shown in Figure 4.3 .  

 

Figure 4.3: Fitting skin color into a Gaussian Distribution. 

Then the prosperities of Gaussian are applied to this model and so, calculation of 

Mean and Covariance can be done simply as follows: 

1) Mean:   )(xm   ……………………………..…….…………       (4.1) 

where: 

Tcbcrx ),(
 
, 

 cr: Red color component of color space, 

 cb: Blur color component of color space, 
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2) Covariance:   }))({( TmxmxC ……………….…………       (4.2) 

where: 

Tcbcrx ),(
 
, 

cr: Red color component of color space, 

cb: Blur color component of color space, 

m: Gaussian model mean property. 

 

4.3 Proposed Skin Segmentation 

After obtaining the previous skin color model, we can now obtain the gray 

likelihood of skin for every pixel (The gray value at each pixel shows the likelihood 

of the pixel belonging to the skin) of an image using multivariate Gaussian equation 

obtained using the previous color model. 

If a pixel, having transform from RGB color space to chromatic color space, has a 

chromatic pair value of (r,b), the likelihood of skin for this pixel can then be computed as 

follows: 

Likelihood = exp )}())(5.0{( 1 mxCmx T   , ………….. (4.3) 

where, 

Tbrx ),(: , m : Mean and  C
-1

 : Covariance Inverse Matrix 

Equation 4.3 results a gray scale image between [0-255] and each pixel represents 

the likelihood of skin in this pixel. Using adaptive thresholding approach, an 

appropriate threshold value is chosen, so that the gray scale images (Likelihood 

images) can then be further transformed to a binary image presenting skin regions and 

non-skin regions, which gives a quite good result. In some cases, the segmentation 

procedure doesn‟t present the face region only but, rather than there are some regions 

appears in the binary segmented image that doesn't represent a face region. This 

happen because of not adjusted illumination conditions and due to different people 

races. In order to obtain only face regions, we do some filtering steps on the binary 

segmented image to exclude the non-face regions from the image. 

4.3.1 Image Filtering 

After segmenting the image to skin and non-skin regions, it may contain some 

regions that don‟t belong to a face but have the same face skin color ( such as 

backgrounds, clothes… , etc ), in this step we do some candidate filtering operations 
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to remove these irregular regions. Some of these filtering operations are already exists 

and others is presented by us to enhance the segmentation operation. The following 

topics present these filtering operations. 

1) Number of Holes Inside A region 

An important step in any face segmentation algorithm is its ability to determine 

the human face regions from the image and eliminating non-face regions. In this step, 

we use the image topological properties which are useful for global descriptions of 

regions in the image plane. This operation not a new one, it is used before in many 

image processing researches. It calculates the number of the connected components in 

the image and based on this description, an accurate decision will be given if the 

tested region should be removed or not. 

The Euler number can be used to remove irregular regions. The Euler number of 

the region can be computed to define the number of holes inside the region which is 

defined as: 

HCE  …………..…….. (4.4) 

where, 

E: is the Euler number. 

C: The number of connected components. 

H: The number of holes in a region.  

We base on a rule in order to take the advantage of Euler formula. Any face has some 

characteristics that describe it. One of the important characteristics in the face are the 

eyes appears on it either it is frontal or profile face. The frontal face image has two 

eyes appears in it while, the profile face image has one eye appears in it. These eyes 

are converted to holes after segmentation process and from this idea we conclude the 

following fact. The fact states that: "any skin region in image should have at least one 

hole inside that region in order to be a face region". So, if any region doesn‟t has at 

least one hole it will be deleted. This fact is tested under different databases and gives 

correct filtering usually but, this fact may fail in some cases. 
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2) Width and Height of a region 

Some segmented face images has regions that have irregular shapes and they must 

be deleted in order to have only face region. To remove these  irregular regions we 

propose a filtering step that depend on determining the width and height of the region 

bounding rectangle and delete the regions that shape like a vertical thin bar or 

horizontal thin bar as follows: 

- If the region bounding rectangle width or height  < Width_Heigh_Th1  Delete it 
 

3) Geometrical Properties: 

In this step, we focus into the geometrical properties that can be used to help us 

for obtaining a robust face segmentation algorithm. Our work in this step present two 

geometrical properties that give a good result in our proposed segmentation algorithm. 

A) Solidity Property: 

This not a new property but we use it because it describe the solidity of the 

regions in the segmented image so, we can take its advantages in our segmentation 

algorithm. The solidity of any region in the binary segmented image is an important 

geometrical feature. Based on this geometrical property, we take the solidity of the 

face regions into consideration as follows: 

- If the region solidity < = Solidity_Threshold   Delete the region. 

 

B) Aspect Ratio Property: 

In this filter we take into consideration another point which is that any region 

shape in segmented image mustn't looks like a horizontal or vertical thin bar. The 

idea comes from that the face shape has only circle and oval shapes. So, if any region 

shape look like a horizontal or vertical thin bar this means it doesn't represent a face 

region and it must be removed. From geometrical prosperities we can know if the 

region has a horizontal or vertical shape and this based on the aspect ratio of the 

region as follows. 
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i) Horizontal Thin Region: 

The region is horizontal thin bar if the region width is very large compared to 

region height. In this work, we suggest a ratio threshold that judge if the region is 

horizontal thin bar as follows: 

- If ( x / y )  <= Horizontal_Threshold  Delete the region. 

 

ii) Vertical Thin Region: 

The region is vertical thin bar if the region high is very large compared to region  

width. In Our work, we suggest a ratio threshold that judge if the region is vertical 

thin bar as follows: 

- If ( y / x )  >= Vertical_Threshold  Delete the region. 
 

4) Shoulders Removal: 

The aim from these filtering steps is to detect a correct face region only. 

Depending on this idea, in this step we present a technique for removing shoulders 

from the face image if exist either the face is profile or non-profile. This filtering step 

will help in obtaining face region only. The shoulders removal process consists of two 

stages: Shoulders searching and Shoulders Elimination. 

 

 Shoulders Searching 

We depend on the fact that “The shoulders part of people is wider than the head 

and neck parts”. For testing and determining if the image has shoulders or not; we 

follow certain steps that lead us to judge if the image contains shoulder parts or not.  

1) A horizontal projection for the face skin pixels of a face image is taken as 

shown in Figure 4.4(b). 

2) Determine the middle line that partitions the horizontal projected image to 

upper and lower regions, as shown in Figure 4.4(b). The process of determining 

the middle line will be shown in shoulder elimination topic. 

3) Depending on this line, calculate the number of pixels that exist below and 

above the middle line. These pixels used to judge if the shoulders exists or not 

as follows:  

"In most cases, If the number of the skin pixels below the middle line part of the 

whole skin region larger than the number of skin pixels above the middle line then 
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the shoulders should be exist ". This is tested experimentally and it give a good 

results with several databases. 

4) After this calculation; we find the relation between upper part and lower part 

pixels using ( Lower pixels / Upper pixels) ratio and depending on this ratio the 

algorithm judge if the shoulders exists or not as follows:  

- If  lower/Upper  >  Shoulder_Threshol  Shoulders exists. 

 

  

a) Right Profile image b) Horizontal projection Histogram 

 

 

c) The middle line partitions the horizontal 

projected image in (b). 

 

Figure 4.4 : The horizontal projection of a profile face. 

 

 Shoulders Elimination: 

After we make sure that the image have shoulders then, the next step is to remove 

these shoulders. The removing step requires a reference point to do the cutting 

(removing) thresholds start from it. In our work, we select the neck point to be this 

reference point and the following steps used to determine the neck point pixel 

coordinates and then removing the shoulders below this point to hold the face region 

only without shoulders. Figure 4.5, shows an illustration example for shoulders 

elimination. The following steps describe the details of this step. 
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- Draw a line passing between the beginning point and maximum point of the 

previous calculated horizontal projection values calculated in shoulders searching 

step. Figure 4.5(b) shows the image after applying all the filtering steps and 

Figure 4.5(c) shows this line. 

- Then, project the skin pixels segmented after previous filtering steps and which 

are below this line on this line. 

- The pixel with the maximum distance from this line will be the neck point, and 

this step gives a good results in most cases and under different databases. 

- Delete the face pixels below this neck point row. Figure 4.5.(d) shows the 

shoulders elimination result. 

 

 

a) Original image b) Segmented Image 

 

  
c) Line passing between the beginning 

point and maximum point 

d) Face after Shoulder removal 

Figure 4.5: Successful shoulder removal process. 
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4.4 Profile or Non-Profile Face Judging 

The following steps are used for judging if the candidate face region is profile 

or not. 

1)  A vertical projection for the face skin pixels of a face image is taken. 

2) Determine the region in projected image with maximum area. We choose 

the maximum area because it will represent the face region only. So if there 

are any small region appears due to false segmentation they must be deleted 

as shown in the next step. 

3) Remove all regions in the vertical projected image that are less than the 

maximum area. 

4) Draw the vertical line which passes through the center of the region with 

maximum area. 

5) Calculate the area of the two new generated/splited regions which are to the 

left and right of the vertical line passing through the center of the vertical 

projected histogram. 

6) Determine if the face is profile or not according to the following steps that 

work correctly in most cases but, this depends on the segmentation process 

so this procedure fails in other cases. 

Step 1: Calculate the ratio between the right region and left region around the 

vertical line. 

Step 2: If the Right ratio is larger than the left ration then the image contains a  

right profile face. 

Step 3: If the Left ratio is larger than the right ratio then the image contains a  

left profile face. 

Step 4: If the right ratio equals the left ratio then, the image contains a non- 

  profile face. 

  

4.5  Face Feature Searching 

After segmenting the face and maintaining only the pixels from the still image 

that represent the face skin region, the main next step is how to detect face features 

that can lead us to detect the face region exactly from the still image. The work done 

on this stage contains a lot of alternative choices which can be used for FD process 

such as ( NNs , Eigenface, SVM, …etc. ). These choices fall into two major 
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categories feature-based and image-based. In our work, we focus in using the 

"Feature-based" approach with support of “Template Matching” strategy for 

proposing a robust FD technique. Template Matching is a famous technique and can 

be used separately for FD but, we try to be different so, a hybrid of feature-based 

approach with Template Matching approach is used for obtaining the face features. 

Our proposed work depends on detecting high-level features from the image, so we 

are not going into detecting low level features, instead we are looking to detect high 

level features and these detected features will lead to a stable judge if the tested image 

has a face or not regardless of availability of many features that take a huge work in 

filtering and isolating the important features and rejecting the unnecessary features. 

Our proposed technique detects the face in different poses, this is done by using 

feature-based technique for detecting faces in profile situation, and we use template-

matching for detecting faces in non-profile situation. In the following sub-section we 

show how each technique can be used in this work and what the features that can be 

generated by each technique. 

4.5.1 Feature-Based Approach 

Using this approach, we search for high level features which can be used to judge 

if the still image has a face or not depending on these features. Before extracting face 

features, we want to give some hint which must be taken into consideration about the 

still images we work on them. The hint is that the still images are divided into two 

parts as follows: 

1) Profile images which are divided into two categories: 

- Right Profile image. 

- Left Profile image. 

2) Non-Profile images. 

The face has a lot of features to be detected; we work on a profile images and we take 

one case for discussion which is the right profile images. While, the left profile 

images have the same steps and we don't discuss it but, experimentally we test it. In 

our proposed FD algorithm we are looking for detecting the following features: 

i) Nose point. 
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ii) Chin Point. 

iii) Nose features which are (The points above and below the Nose). 

i) Nose above point. 

ii) Nose Bottom point. 

iv) Neck Point. 

v) Head point (i.e. the top start point of the person skin). 

vi) The height of the segmented skin region. 

vii) The End of the person skin region. 

viii) The vertical distance between head point and nose point. 

ix) The vertical distance between Nose point and Chin point. 

x) The vertical distance between the nose above point and the chin point. 

xi) The vertical distance between nose point and nose bottom point. 

xii) Angle between the three points (Nose point, Nose above and Nose below). 

The following sections show what these features are and how to detect these features 

in order to detect the face based on them. 

i) Nose point 

The Nose point is one of the high level features. We use Nose point as a base 

feature for detecting other features. This point is the one with the furthest right 

distance of the face skin region segmented previously. This point calculated according 

to the following steps: 

Step 1: Compute the distance from each skin region pixel (x1,y1) and the y-axis (x2,y2) 

according to the following distance equation: 

∆x = x2-x1 ………………………...…….. (4.5) 

∆y = y2-y ………………….…..…..…….. (4.6) 

Distance = 22 yx  …………..…….. (4.7) 

 

Step 2: In most cases, the point with the maximum distance will be the Nose point. 

Figure 4.6 (b) shows the vertical line passing through the Nose point in the segmented 

image. 
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a) Original Image b) Vertical line passing through Nose point 

Figure 4.6:  The vertical line passing through the Nose point of the face. 

 

ii) Chin Point 

The chin point is another feature we use in our FD algorithm. This point is 

calculated based on the Nose point calculated previously. The following steps show 

the steps for detecting this point: 

Step1: After detecting the vertical line passing through the nose point previously, a 

rotation to this line clockwise around the nose point is done until the length of the 

intersection segment between the rotated vertical line and the segmented skin region 

is larger than some chin threshold. 

The Chin termination criterion is a procedure used to determine the chin point and it 

is calculated according to the following pseudo code algorithm described in 

Algorithm 4.1 .  

Figure 4.7, shows the rotated vertical line by 25
o
 and it is clearly that this line rotated 

around the nose point. 

Step 2:  Calculate the distance from each pixel (x1,y1) of the segmented skin region 

below the nose point and to the right side of the rotated vertical line (x2,y2) resulted in 

step1, according to the Euclidean distance equations 4.5-7. 

Step 3: In most cases, the point with the maximum distance is considered as the chin 

point. Figure4.7(c) shows the line passing through the chin point. 
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Algorithm 4.1: Chin termination criterion determination. 

Purpose: Determine the Chin termination criterion. 

Input: 

Rowcount = The pixels count in each row of the intersection segment. 

SegmentSum = The sum of all the number of pixels calculated for all rows in the intersection 

segment. 

SegmentMean = The mean of the SegmentSum . 

Output: 

 Procedure: 

- Rotate the vertical line by 5
o
 . 

- Initialize: 

Rowcount = 0  

SegmentSum = 0  

- For each row of the intersection segment, which is reside between the rotated vertical line and the 

face segmented skin 

Calculate Rowcount .. 

SegmentSum = SegmentSum + Rowcount . 

End 

- Calculate the SegmentMean. 

- Let the Chin_Threshold = SegmentMean. 

 

If (SegmentMean > 0.2 and SegmentMean <1.2 ) 

Stop rotation of the vertical line. 

Else  

Continue rotation. 

End 

End 

 

 
a) Profile image. 

 

 
b) Rotated vertical line by 25

o
 around the “Nose point” 

which satisfies the “Chin threshold”. 

 
c) The Detected Chin Line row. 

 

Figure 4.7: Determining the Nose point. 
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iii) Nose Features 

Till now, we are detecting two critical features for detecting profile images. The 

face also contains many features that can be detected. Nose is one which still  has a lot 

of features that can be detected such as (Nose length, Nostril, Nose size, Nose shape, 

Nose above point, Nose below point, etc.). In this work, we focus on detecting only 

two features we see that they help us in detecting the face region which are (Nose 

above and Nose Bottom points). The following next topics will discuss these two 

features. 

i) Nose Bottom Point 

This point is the one that resides below the nose point and the nostrils reside 

above it. The following procedure is used to detect this point. 

Step 1:Determine the line (NCLine) passing between Nose point and Chin point. 

Figure 4.8, shows the line passes between nose point and chin point. In Figure 4.8, 

this line is marked by red arrows. 

 
Figure 4.8: Line passing from Nose point to Chin point 

Step 2: Calculate the Euclidean distance from each pixel (x1, y1) reside to the left of 

the NCLine and the NCLine (x2, y2), according to the Euclidean distance equations 

4.5-7. 

Step 3: In most cases, the point with the maximum distance from the NCLine 

considered as the “Nose Bottom point”. 

 Figure 4.9 shows the horizontal line passing through this point and the red arrow 

points toward this point. 
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Nose Bottom

 
Figure 4.9: Line passing through nose bottom point. 

 

ii) Nose Above Point 

This point is the one that resides above the nose point peak and the nostrils reside 

below it. The following procedure is used to detect this point. 

Step 1: Locate the Nose point feature pixel which determined previously. 

Step 2: Draw a circle such that the nose point defined as its center and with a radius 

defined as the distance from the nose bottom point to the circle center.  

Step 3: In most cases, the top point of the face skin region touched the circle is 

considered as the “Nose above point”. Figure 4.10, illustrates the Nose features that 

will be used in our FD   algorithm in a color image. While, Figure 4.11 shows the line 

passing through the Nose above point in the segmented face image and the red arrow 

point toward the Nose above point. 

 
Figure 4.10: Nose above and Nose bottom points. 

Nose Above

 
Figure 4.11: Line passing through nose top line. 
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iv) Neck Point 
Neck point is one of the features used in this work. The following steps 

summarize the procedure for detecting this point. 

Step 1: A horizontal projection for the face skin pixels in a face image is taken as 

shown in Figure 4.12 (b). 

Step 2:  Draw a line passing between the beginning point and maximum point of the 

previous calculated horizontal projection values calculated in previous step as shown 

in Figure 4.12 (c). 

Step 3:  Project the segmented skin pixels which are below this line on this line. 

Step 4:  The pixel with the maximum distance from this line will be the neck point 

as shown in Figure 4.12 (d). Algorithm 4.2, shows the procedure used to determine 

this point. 

Algorithm 4.2: Procedure used to determine the neck point 

Let 

Beginning_Maximum_Line = a line passing between the beginning point and maximum point of 

the horizontal projection histogram. 

Begin 

- Initialize 

 Max_Distance = 0 

 A horizontal projection for the face skin pixels in a face image is must be taken as 

shown in Figure 4.3. 

- For each skin pixel below Beginning_Maximum_Line 

Distance = Calculate the distance between the pixel and the Beginning_Maximum_Line 

using Euclidean equation. 

If   ( Distance > Max_Distance ) 

Max_Distance= Distance 

End 

End 

 

v) Skin Region Start (Head Top) 

This point is the point which resides at the start of the face forehead, or on 

other words it resides on the top start point of the person skin. The following steps 

are used to determine this point. 
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a) Original image b) Image horizontal projection 

 

  
c) Line passing between the beginning point 

and maximum point of the projection 

histogram 

d) Neck point in the projection histogram. 

Figure 4.12: Neck point marking process. 

 

Step 1: Locate the Nose point feature pixel row ( NoseRIndex ). 

Step 2: apply the following pseudo code in Algorithm 4.3. 

Algorithm 4.3: Determine the start of the skin region 

Let 

RowPixelsCount = Count of the pixels in a row. 

Begin 

- Initialize 

RowPixelsCount = sum ( NoseRIndex ) 

- For each row starting from the NoseRIndex to the top of the skin region 

If  RowPixelsCoun equal zero 

Stop. 

Else 

Continue. 

End 

End 
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vi) Skin Region end (Neck Row) 

This point used to determine the end of the skin region. Before defining a 

procedure for detecting this point, we ask our selfs why we don't choose the chin 

point as the end of the skin region?. The answer is that in some cases the 

segmentation process doesn't work efficiently and so the chin point doesn't give a 

good indication to the end of the skin region. 

The skin region end point is the one which resides at the end of the face region. In 

another words it the point that resides on the end of the neck of the person. The 

following procedure is used to determine this point. 

Step 1: Locate the Chin point feature pixel row ( ChinRIndex ). 

Step 2: Apply the pseudo code in Algorithm 4.4. 

Algorithm 4.4: Determine the end of the skin region 

Let 

RowPixelsCount = Count of the pixels in a row. 

Begin 

- Initialize 

RowPixelsCount = sum ( ChinRIndex ) 

- For each row starting from the ChinRIndex to the end of the skin region 

If  RowPixelsCoun equal zero 

Stop. 

Else 

Continue. 

End 

End 

 

vii) The Height of The Segmented Skin Region 

After detecting the top and end of the segmented skin region, it is easily now to 

detect the height of this region by taking the absolute value after subtracting the index 



www.manaraa.com

54 
 

of the end row coordinate of the skin region from the index of start row coordinate of 

the skin region as follows: 

 

Height_Face_Region = | Skin End Row - Skin Start Row | 

 
 

viii) Distance Between Head Point and Nose Point 

Also, the vertical distance between the start of the skin region (head start) and the 

nose point is a good feature that helps us in our FD algorithm. This distance can be 

calculated by subtracting the index of the nose point row coordinate from the start of 

the skin region row coordinate and taking the absolute value of the subtraction as 

follows: 

Nose_Head_Distance = | Nose Point Row Index - Skin Start Row | 

 

ix) Distance Between Nose and Chin Points 

The vertical distance between the Nose point and the Chin point is a base feature 

which used in our FD algorithm. This distance can be calculated by subtracting the 

index of the chin point row coordinate from the index of the nose point row 

coordinate and taking the absolute value of the subtraction as follows: 

Nose_Chin_Distance  =  | Chin Point RowIndex – Nose Point Row Index | 

 

x) Distance Between Nose Above Point and Chin Point 

The vertical distance between the one of the Nose features which is Nose above 

feature point and the chin point is one which will be an efficient feature that we use it 

in our FD algorithm. This distance can be calculated according to the following 

equation as follows: 

NoseAbove_Chin_Distance = 

| Chin point Row Index - ( Nose Row Index – | Nose Row Index- Nose Bottom Row 

Index| ) | 

xi) Distance Between Nose Point and Nose Bottom Point 

The vertical distance between the Nose point y-index coordinate and the nose 

bottom x-index coordinate is an important feature that helps us in our FD algorithm. 
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This distance can be calculated by subtracting the y- index of the nose point row 

coordinate from the nose bottom x-index coordinate and taking the absolute value of 

the subtraction as follows: 

Nose_NoseBottom_Distance = | Nose y-Index – Nose Bottom X-Index| 

 

xii) Angle Between (Nose, Nose  Above and Nose Bottom) Points 

The Nose, Nose above and Nose bottom points together compose a triangle and each 

vertex represents one of these points. In our work we use Heron's formula which splits 

a triangle in two triangles with a corner of 90
o
 degrees and then uses sines function to 

calculate the needed angles.  

The Nose angle is the one that restricted between Nose Top and Nose Bottom points. 

We calculate this point and call it ("NoseAbove_Nose_NoseBottom"). Figure 4.13 

shows this point marked with red bubble. 

 
Figure 4.13: The main three angles in my FD algorithm. 

 

4.6 The Proposed Feature-Based FD Algorithm  

The proposed algorithm will evaluate some rules and thresholds that judge if the 

image indicates a face or not and these rules will use the previously calculated 

features. We do a lot of experiments studying on how we can define these thresholds 

and rules, and from training and testing we reach that in most cases the following 

rules are correctly satisfied to judge if these calculated features represent a face or not: 

 Rule 1: NoseAbove_Chin_Distance  >  ( Height_Face_Region / 4) . 

 Rule 2: Nose_NoseBottom_Distance  <  ( 0.5 * Nose_Chin_Distance ) . 

 Rule 3: (0.9 * Nose_Head_Distance)  <  Nose_Chin_Distance <  (1.3 * 

 Nose_Head_Distance). 
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 Rule 4:  45 < NoseAbove_Nose_NoseBottom  < 150 

 

If the calculated face rules applied successfully to the image, this means that the 

image has a profile face and its coordinates will be (x, y, Width, Height). 

where, 

x = ( Nose Point y-Index coordinate) – ( Nose_Chin_Distance ) . 

y = ( Nose Point x-Index coordinate ) – (Nose_Chin_Distance) . 

Width  = Nose_Chin_Distance . 

Height  = 2 * (Nose_Chin_Distance) . 

Figure 4.14(b), shows the detected face region with a red rectangle on the right profile 

segmented image. 

  
a) Original Image b) Detected right profile in segmented face 

Figure 4.14: FD Algorithm output. 

 

4.6.1 Template Matching Technique 

In this work, using Template Matching approach in consistent with feature-based 

approach, gives us a robust FD algorithm. Feature-based approach gives an efficient 

result when applying it to profile still images but, it fails in non-profile (Frontal) one. 

Template Matching approach complete the lack of feature-based approach and it will 

detect the frontal face image to provide a complete FD algorithm as will be shown 

after finishing this section. One of the most important characteristics of this approach 

is that it uses a human face template to take the final decision of determining if a skin 

region represents a face or not. 
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Template Matching technique assumes that a set of reference patterns (templates) are 

available to us, and we have to decide which one of these reference patterns an 

unknown one (the test pattern ) matches best. In our work it will be one template 

which is a face template. In previous section, we illustrated how we can detect the 

face from test image if it contains profile face. This section shows how to do the 

matching between the part of the test image corresponding to the skin region and the 

template face. 

  

4.6.2 Proposed Template Matching Approach 

Our proposed algorithm uses these Template Matching algorithm steps that lead to 

a robust algorithm as described below. 

Step 1: In our work, we choose a template face by averaging 16-frontal view faces of 

different persons in different sex wearing no glasses and having no facial hair as 

shown in Figure 4.15. 

 

Figure 4.15: Template face (model) used to verify the existence of faces in skin regions. 

 

Notice that the left and right borders of this template are located at the center of the 

left and right ears of the averaged faces. The template is also vertically centered at the 

tip of the nose of the model. At this point, the required parameters to do the matching 

between the part of the image corresponding to the skin region and the template 

human face are all presented. 

 

Step 2: As known from image processing principles that registering images is a main 

step which must be prepared before any comparison operations between images. So, 

first of all, the template face width and height must be in the same width and height as 

the face region segmented previously, and this is done by resizing the template face to 

match the segmented region. Figure 4.16 shows how the template face is resized to be 

in the same size as the face region. 
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a) Original image 

 

 

 

b) Original template face c) Resized template face 

Figure 4.16: Resized template face to be in the same size as the face region in (a). 

 

Step 3: In order to compute the characteristics of any region, the center (i.e., centroid) 

of the area in any region must be calculated. It is known that the center of area in a 

segmented (binary) image is the same as the center of the mass which can be 

computed as shown below: 

   
N
i

M
j jijBAx 1 1 ],[/1

     
……….……….…..……       (4.8) 

   
N
i

M
j jiiBAy 1 1 ],[/1        ……..…………………..      (4.9)

 

where: 

 B: is the matrix of size [n * m] representation of the region and 

 A:  is the area in pixels of the region. 

In our work, we compute the center of the previously rotated template face to use it 

for registration operation discussed in step 2. Figure 4.17, shows how we calculate the 

center of the face region and locate the rotated template face in the same center to 

prepare for the next cross-correlation operation. In step5, we show how the rotation is 

done. 
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a) Original image b) Locate the center of the rotated template 

face to the center of image. 

Figure 4.17: The center of the Template face is located in the center of  the skin region. 

Step 4: Another point to be taken into consideration before performing the Template 

Matching operation is that the template face must be rotated to be in the same 

coordinate as the segmented image to have a higher matching. One way to determine 

a unique orientation is by expanding the object. The orientation of the axis of 

expansion will determine the orientation of the region. In this axis we will find that 

the inertia should be the minimum.  

This axis can be computed by finding the line for which the sum of the squared 

distances between region points and the line is minimum. In other words, we compute 

the least-squares of a line to the region points in the image [31]. At the end of the 

process, the angle of inclination (theta) is given by: 

     ⁄        
 

   
           ……………..……       (4.10) 

where: 
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xxx  ……………..……       (4.14) 

yyy  ……………..……       (4.15) 

x and y
 
are the center of the mass of the region which calculated in previously in 

step 3. 
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Step 5: After determining the angle of rotation from previous step, the template face 

rotated by (theta) either clock-wise or counter clock-wise depending on the angle of 

the segmented skin region. Consequently, the template face is aligned in the same 

direction as the skin region is.  

The point to be noticed after the rotation is that, the template face will be bigger than 

the original template face and this because the rotation process will add black pixels 

to the image and in our work these pixels will be eliminated by cropping the rotated 

image to the boundary of the region. Figure 4.18 shows the rotated template of a 

selected face image. 

Step 6: Use neighboring and connected pixels to close all holes in the segmented face 

region generated from the segmentation and filtering steps to get only binary image 

which contains white pixels represents the face skin region only with no eyes or other 

features as shown in Figure 4.19(a). This is done for using this result face region 

image for masking operation. 

 

 

 

a) Original Image b) Rotated template face only 

Figure 4.18: Rotated template face example (The black pixels is added to the image), with the center of 

the template face is located in the center of the skin region. 

Step 7: Multiply the generated image from above step with the original (not 

segmented) gray scale image to obtain only the face region and mask all other parts in 

the test image as shown in Figure 4.19 (b). 

Step 8: Do the Template Matching between the part of the image corresponding to the 

skin region and the template face resized and centered previously. In our work, we do 

Template Matching by Cross-Correlation as discussed previously in Chapter 3. 

Step 9: Finally get the coordinates of the part of the image that has the template face. 

With these coordinates, we can draw a rectangle in the original image about the face 
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region if found as shown in Figure 4.19(c). Figure 4.19 shows the summary of the 

Template Matching process discussed from step. 7 to 9. 

 

 
a) Closed holes skin face image. b) Source skin image region is multiplied 

with invertion of (a). 

 

 

c) The final detected face  

Figure 4.19: Template Matching procedure. 

4.7 Used Face Recognition Technique 

Assumed that the face of a person is located and segmented from the image, in 

this section, we talk about the most important techniques that can be used for 

recognizing this face and we talk about our used FR technique and how we enhance it 

to match our goal. 

As known FR is a famous technique and many approaches are proposed in this field. 

In this work, we search for an approach which takes into account the obstacles 

mentioned previously especially the variation in lightning conditions. This is done by 

finding a linear projection of the faces from the high-dimensional image space to a 

significantly lower dimensional feature space which is insensitive to variation in 

lighting direction and other obstacles. So, the main task in any FR system is to reduce 

image space dimension. 

Dimension reduction (feature extraction) can be categorized into four categories: 

holistic-based method, feature-based method, template-based method, and part-based 

method. In this work, we use some methods that related into the holistic-based 
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category. There are two famous methods in this category that apply linear projection 

for dimensionality reduction which are Eignfaces and Fisherfaces and can be used in 

FR systems and give satisfied results. We use these two methods in an efficient way 

so; we can build a FR system that is robust to variation in lighting direction. In 

Chapter 3, some overview about how these methods are work in order to reduce the 

effect of  high dimensionality. 

 

4.8 Proposed Face Recognition Pre-Processing Steps 

In this thesis, we try to propose robust FR algorithm so that, we propose some pre-

processing steps that can pave the way for FR algorithm to work perfectly. These 

steps objectives are to reduce the computation complexity and minimize the effect of 

illumination conditions that may the detected image have. The following steps are 

performed to the detected, and image before presenting it to the used FR algorithm. 

 

i) Down Scale Sampling: A step used to down scale the cropped image by some 

factor which is two in our work before any projection or distance measures 

operation, which will reduce the computation time for projection when 

calculating the fisher faces. 

ii) Color to gray scale transformation: Convert the colored training set images to 

gray-scale images which is faster in computation operations 

iii) DCT-Bases Normalization: A technique that sets a number of DCT 

coefficients corresponding to low-frequencies to zero and hence tries to 

achieve illumination invariance. 

iv) Contrast Stretch Normalization: Stretches contrast on the image and normalize 

image from 0 to 1. 
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Chapter 5 

RESULTS AND DISCUSSION 

5.1 Introduction 

We have implemented and evaluated our proposed FD algorithm and used FR 

algorithm using Matlab 7.6, which run under Delll-inspiron laptop with a 2-GHz CPU 

and has a 3-GB DDR2 Ram. 

To test our implemented work, we carry out several tests on three different databases. 

The first is GTAV database [72], the second is FEI database [73], and the third one is 

Champion database [71]. The following section describes in details each one of these 

databases. 

5.2 Face Databases 

We carry out several tests on these three different databases which include a 

total of 3167 images. These databases can be worked efficiently in FR field and 

provide good results as shown in our work. 

The first used database is GTAV database [72] which contains 1775 images of 44 

different peoples under three different illuminations conditions (environment or 

natural light, strong light source from an angle of 45º, and finally an almost frontal 

mid-strong light source) and the resolutions of the images are 240x320 and they are in 

BMP format. It contains 260 right profile face images, 255 left profile face images, 

150 frontal face images, 560 half profile face images and 550 face images with 

different expressions. 

The second used database is FEI database [73] which contains 675 images of 100 

different peoples with the original size of each image is 640x480 pixels and they are 

in JPEG format and all images are colorful and taken against a white homogenous 

background. It contains 100 right profile face images, 100 left profile face images, 

125 frontal face images, 250 half profile face images and 100 face images with 

different expressions. 

The third used database is Champions database [71], this database contains 227 

images of Champions database, and each image involves one face. It contains 127 

frontal face images and 100 near frontal face images.. 
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These databases also include a lot of images with profile rotation of up to about 180
o
 

degrees with scale might vary about 10%.  
 

The proposed algorithms is tested on these three databases which have more than one 

face images with different conditions (expression, illumination,...etc.), of each 

individual. The database images are still images in different views (profile, half 

profile and frontal), of each individual. 

As known that any FR system automatically includes the FD process. In this thesis we 

show the experimental results for FD, then we use the detected face as an input to the 

FR stage and also we show the experimental results. 

 

5.3 Face Detection 

In this part, we use the previous databases in testing the proposed FD 

algorithms. So, the experiments are divided according to FD algorithms into two 

categories. 

Firstly, experiments which deal with profile face images (right profile face images 

and left profile face images), and these experiments are prepared to test our new 

proposed algorithm that work efficiently in this category. Secondly, experiments 

which deal with non-profile face images (direct and rotated face images); and these 

experiments are prepared to test our used Template Matching process. The generated 

results are divided into three cases: 

1) Correct profile FD case: if the face is profile and the algorithm detects it 

correctly. 

2) False Profile FD case: if the face is profile but the algorithm fails to detect it.  

3) Correct non-profile FD case: if the face is non-profile and the non-profile 

algorithm detects it correctly. 

4) False non-profile FD case: if the face is non-profile and the non-profile 

algorithm fails to detect it correctly. 

 

Figure 5.1, shows the successful results of applying our FD method to GTAV face 

database. While Figure 5.2, shows the successful results of applying our FD method 

to samples of FEI face database. Each one of these figures contains the three face 

positions which are (Right Profile, Left Profile and Frontal face images).  
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Original 

Frontal Face 

Frontal 

Face 

Original Left 

Face 

Left 

Profile 

Original 

Right Face 

Right 

Profile 

Figure 5.1: Result samples of applying proposed FD algorithm for persons in GTAV database. 

 

 

5.3.1 Segmentation Process 

As known, any FD algorithm contains some pre-processing steps that leads to 

correct FD. The most important pre-processing step in FD is face segmentation. The 

segmentation algorithm segments the face correctly from the image then this leads to 

accurate FD algorithm.  
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Original Frontal 

Face 

Frontal 

Face 

Original Right 

Face 

Right Profile Original Left 

Face 

Left 

 Profile 

Figure 5.2: Result samples of applying proposed FD algorithm for persons in FEI database. 

In this work, as shown in Chapter 4, we build an efficient face segmentation 

algorithm and this segmentation algorithm passes through different filtering steps. In 

this section, we present each filtering step and show what threshold value used in 

testing to retrieve this robust face segmentation algorithm. Table 5.1, presents each 

filtering name and the threshold value used with it. Note that these values are 

specified experimentally. 
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Table 5.1: Filtering Steps thresholds values 

             

                  Filter Name 

Threshold 

 Value 

 

Width and height of 

the region 

 

Solidity 

Property 

 

Horizont

al thin 

region 

 

Vertical 

thin 

region 

 

Shoulder 

Removal 

Width_Heigh_Th1  1.5     

Solidity_Threshold  0.65    

Horizontal_Threshold   0.5   

Vertical_Threshold    2.5  

Shoulder_Threshold     1.4 

Figure 5.3 illustrates the output of our proposed segmentation algorithm applied to 

samples images from GTAV face database. 

   

 
  

   

   

   

Frontal Face Left Profile Direct Profile 

Figure 5.3: Results of applying proposed segmentation algorithm to GTAV face database. 
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5.3.2 Proposed Face Detection Algorithm Evaluation Results 

In this section, a batch of evaluation should be made to evaluate, among others, 

the following parameters on different conditions:  

- Number of false Detection: How may number of times the proposed algorithm 

fails in FD process. 

- Correct Detection Rate: The ratio of the correctly detected faces. 

 

In the following tables, detailed performance results for our selected databases when 

used in our proposed FD algorithms are given. These results partitioned according to 

the position of the face. In FEI and GTAV face database tests, we use test images with 

right, left, frontal and half profile face images. Also, we test images with various 

expressions to show the strength of the proposed algorithm. But, in Champions face 

database we use test images with frontal and near frontal face images because this 

database contains only this types of face poses. 

 

Firstly, our proposed FD algorithm is tested using FEI face database and Table 5.2 

shows the detail detection results on this database.  

Table 5.2: Detail results of testing my proposed FD algorithm on FEI face database 

                Test Type 

Test 

Right  

profile 

Left  

profile 

Frontal Half 

Profile 

Different 

Expressions 

Total 

No. of images 100 100 125 250 100 675 

No. of false Detection 7 5 4 9 12 37 

Correct Detection Rate 93% 95% 96.8% 96.4 % 88% 94.5% 

The results extracted from FEI face database shows that the proposed algorithm gives 

satisfied results especially when it is applied to Frontal face images. Also, the 

algorithm presents good performance when applying this algorithm to Left and Right 

profile face images. Besides that, it can be shown that it gives good performance 

results in different expressions face images. 

 

Secondly, it is tested using GTAV face database and Table 5.3 shows the detail 

detection results on this database. The results extracted from GTAV face database 

shows that the proposed algorithm gives more satisfied results especially when it is 

applied to Frontal face images. Also, the algorithm presents good results for applying 
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this algorithm to Left and Right profile face images. Besides that, it can be shown also 

that it gives good performance in different expressions face images. 

 

Table 5.3: Detail results of testing my proposed FD algorithm on GTAV face database 

               Test Type 

Test 

Right  

profile 

Left 

 profile 

Frontal Half 

Profile 

Different 

Expressions 

Total 

No. of images 260 255 150 560 550 1775 

No. of false Detection 13 12 10 25 28 88 

Correct Detection Rate 95% 95.2% 99.3% 95.5% 94.9% 95.04% 

 

Thirdly, it is tested using Champions face database and Table 5.4 shows the detail 

detection results on this database. In this test the database images are divided into 

frontal and near-frontal face images, and these results indicate that the algorithm 

works efficiently. 

 
Table 5.4: Detail results of testing my proposed FD algorithm on Champions face database 

                Test Type 

Test 

Frontal Near-Frontal Total 

No. of images 127 100 227 

No. of false Detection 6 9 15 

Correct Detection Rate 95.2 % 91% 93.3% 

 

 Discussion and Comparison 

Our proposed algorithm gives efficient results compared to other approaches. To 

see how efficient our proposed algorithm work, our results are compared with other 

techniques work in this field. We choose the work proposed by Hsu et.al [62] to 

compare with. There are many other researches which we present some of them in 

related work chapter that can be used for comparison in this field but, we search for 

research that is close to the idea of our thesis idea. Hsu et.al. propose an algorithm for 

FD that is similar to our algorithm because it detect the face in complex background 

and with varying lightening conditions. So, we select Hsu et.al. research for our 

comparison. In this comparison, we evaluate the average time consuming and the 

correct FD percentage parameters. The obtained results are presented in Table 5.5. 
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Table 5.5: Results of comparing my proposed algorithm with other algorithm 

                         Algorithms 

Test 

Proposed 

 Algorithm 

Hsu. 

Algorithm 

Correct Percentage % 94.5% 91.63 % 

Average Time Execution 5 sec. - 

It is shown from Table 5.5 that our algorithm gives better performance than Hsu et.al 

[62] nearly by 2.87 %, which is an efficient result in this filed. 

 

5.3.3 Case Of Failure 

However the proposed FD algorithm gives a satisfied results in most cases but, 

there are still some error factors can appears due to different reasons. Tables 5.2-4, 

shows some of these cases and we present some conditions which lead to failure in 

FD process. 

 Case 1: Segmentation Error 

Inspite of the robustness of our proposed face segmentation algorithm but, in some 

cases this algorithm faces some obstacles that lead to its failure. Figure 5.4 shows 

example of failure happened when the person wearing clothes which are very relevant 

to skin color hence, the proposed algorithm mark these clothes as a skin pixels and 

this will lead to fail in next FD step. 

In other cases, the algorithm overstep this error and the algorithm can continue 

working and giving results in FD step but, it detects the clothes as part from face 

region as shown in Figure 5.5. 

  

 

 

 

Fail ! 

a) Original Image b) Segmented Image c) Detected Face Image 

Figure 5.4: Clothes with similar skin color lead to face segmentation error case. 
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a) Original Image b) Segmented Image c) Detected Face Image 

Figure 5.5: Detected face region with false face segmentation error case. 

In some case, the long hair with the similar skin color leads to fail in FD process. 

Figure 5.6, shows an example of this failure. 

  

 

 

 

Fail ! 

a) Original Image b) Segmented Image c) Detected Face Image 

Figure 5.6: Long hair with similar skin color lead to face segmentation error case. 

 Case 2: Noisy Image 

The noise in the image is one of the obstacles that faces the FD algorithm. Noise 

may occur in digital images because of many reasons such as camera lens, 

environment conditions, lightening sources,…etc. Figure 5.7, shows an image 

with some noise which leads to fail in segmentation process. 

  

 

 

Fail ! 

a) Original Image b) Segmented Image c) Detected Face Image 

Figure 5.7: Noise in the image. 

 Case 3: Irregular Illumination Condition 

The illumination conditions are important factors that affect the FD process. As 

shown in Figure 5.8, the lightening source is focused in a direction with some 

shadow that leads to miss-classification in our proposed algorithm. 
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Fail ! 

a) Original Image b) Segmented Image c) Detected Face Image 

Figure 5.8: Irregular illumination conditions.  

5.4 Face Recognition 

Now, we are going to see some results obtained from testing and evaluating FR 

algorithm on two different face databases which are GTAV and FEI for showing the 

algorithm efficiency. 

We divide our experiments according to the obtained images from FD algorithms and 

to the images into databases into two categories as follows: 

- Firstly, experiments which deal with profile face images (Right profile face and 

Left profile face). 

- Secondly, experiments which deal with non-profile face images (Frontal and 

rotated face). 

As in any FR system, we use two datasets in testing process: 

1) Train dataset. 

2) Test dataset. 

 

5.4.1 Face Conditions 

In this work, we use different selected images from two selected databases which 

are GTAV and FEI as training sets. These sets contain images that obeyed to different 

type of conditions which can affect the FR, and these conditions are as follows: 

1) The training datasets contain persons from different races and this leads to 

images with different colors from one person to another. 

2) The training datasets contain images with different direction of lighting, which 

could vary for the images of the same person. 

3) The images for the same person include different variation of facial expressions 

and angle. 
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4) In addition to that, the images backgrounds also vary, introducing differences 

between single images of the same person and introducing a more scatter within 

the same class (person). 

 

5.4.2 Training 

In our work, we used two different training sets for two different face databases 

which are: 

 

1) GTAV Face Database. 

2) FEI Face Database. 

In the following topics, we show how we use these training sets for testing the FR 

algorithm. 

 

i. GTAV Face Database (Training Set) 

We build a training set from previously cropped GTAV face database as an input 

to FR algorithm. This training set consists of 140 images, containing 28 persons 

(Classes), and five images per class and the images in each class describe the person 

with different poses under different lightening conditions.  Figure 5.9, shows samples 

from this training set. 

These class images are processed before training it to reduce the computation 

complexity and the results after applying these pre-processing steps discussed 

previously in Chapter 4 to the GTAV training set are shown in Figure 5.10. 

 

     
Figure 5.9: GTAV training set for  selected class. 

 

     

Figure 5.10: GTAV pre-processed training set for selected trained class in Figure 5.9. 
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ii. FEI Face Database (Training Set) 

We build another training set from previously cropped FEI face database as input 

to FR algorithm. This training set consists of 115 images, containing 23 persons 

(Classes), and 5 images per class. Figure 5.11, shows samples from this training set. 

These class images are processed before training to reduce the computation 

complexity and the results after applying these pre-processing steps discussed 

previously in Chapter 4 to the FEI training set are shown in Figure 5.12. 

     

Figure 5.11: FEI training set for  selected class. 

 

     

Figure 5.12: FEI pre-processed training set for selected trained class in Figure 5.11. 

 

5.4.3 Testing 

Now, after building a training set from two databases, we select a test set images 

from the these two face databases to form a test. Again these test images taken from 

the following databases which are: 

1) GTAV Face Database (Test set). 

2) FEI face Database (Test set). 

These two test sets used in testing the FR algorithm. We divide the experiments 

according to our FD algorithms output into two classes as follows: 

- Firstly, Test profile faces images under the different conditions. 

A)  Right profile face. 

B)  Left profile face. 

- Secondly, Test non-profile face images under different conditions. 

A) Frontal Faces. 

B) Half Profile Faces. 

C) Different Expression faces. 
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 Discussion 

As we stated previously, we used Fisher algorithm for FR and the work strategy in 

our work is as follows: 

i) Any test image from any test set is projected onto fisher faces where fisher 

faces count is: 

Fisher faces count = Number of classes (Persons) in training set – 1  

 

ii) The results weights after projection are then stored as a features. The distances 

between the test image weight and the training image weights are calculated 

and the closest training image is chosen. 

iii)  The close measure must supported with some threshold so that: 

- If the closest distance is above the threshold then, the test face is considered 

unrecognized. 

- If the closest distance is below, then match the test face with the identity of 

the closest face. 

 

We run the FR algorithm in two test sets and the returned results can be divided into 

three cases: 

 False rejection (FRej): if the face is associated with the correct face, but the 

algorithm reject it. 

 False acceptance (Facc.): if the face is associated with the wrong face, but 

the algorithm accept it. 

 Correct rejection (Crej.): if the face is associated with the wrong face, and 

the algorithm reject it. 

 Correct recognition(Crec.): if the face is associated with the correct face, 

and the algorithm correctly recognize it. 

The results of the two test sets used in our testing is shown in the following tables. In 

Table 5.6, we show the result of the testing set taken from GTAV Face Database. It is 

shown that the correctly detected faces ratio equal 95%, while the algorithm gives 

error rate ratio equal 4.8 %. The results show that the false acceptance is very low 

which is equal 0.2 %. This value strength our algorithm because the false acceptance 

is an important value in testing any system. This appears in practical application since 
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it is preferred that the algorithm inform that it can't detect the image rather than it 

accept it falsely. 

Table 5.6: Detail results of testing FR algorithm on GTAV face database. 

 

Number of test faces  

Frontal faces = 150 

Half profile = 560 

Left faces = 255 

Right Faces = 260 

Different poses with different expressions = 550, 

Total = 1775 

Fisherface Algorithm 

 Frej. Facc. Crej. Crec. Total 

Correct 

82 5 69 1620 1689 

Error Ratio % 4.6% 0.2 % - - 4.8 % 

Correct Ratio %  95 % 
 

While, in Table 5.7 we show the results of our test set which taken from FEI Face 

Database. It is shown that the ration of correctly detected faces ratio is nearly 95.2%, 

with error rate ratio equal 4.6%. The results show that the false acceptance is low 

which is equal 0.5 %. This value strength our algorithm because the false acceptance 

is an important value in testing any system. This appears in practical application since 

it is preferred that the algorithm inform that it can't detect the image rather than it 

accept it falsely. 

Table 5.7: Detail results of testing FR algorithm on FEI face database. 

 

Number of test faces  

Frontal faces = 125 

Half profile = 250 

Left faces = 100 

Right Faces = 100 

Different poses with different expressions = 100, 

Total = 675 

Fisherface Algorithm 

 FRej. FAcc. CRej. CRec. Total 

Correct 

28 4 43 600 643 

Error Ratio % 4.1% 0.5% - - 4.6 % 

Correct Ratio %  95.2 % 

 

 Face Recognition Computation Time 

This part shows the run time of FR operation when testing an input image 

according to the steps stated previously. In this test we partition the run time into 

training run time and testing run time. Table 5.8 and Table 5.9 present the detailed 

results when applying the FR algorithm to GTAV and FEI face databases. 
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i) Training Phase: 

Table 5.8, shows the training time for two different selected databases that contains 

different images with different poses, illumination conditions and facial expressions.  

 

Table 5.8: Training run time for FR algorithm on two different selected face databases. 

Database Name Time (sec.) 

GTAV 7.5 

FEI 7.2 

 
 

ii) Testing Phase: 

Table 5.9, shows the detailed run time when a new query is presented. In this table, 

we show each FR algorithm step in details and present the time it needs to complete 

its assigned job. 

 

Table 5.9: Run time of FR algorithm when testing an input image. 

Algorithm Step Time (sec.) 

Pre-Processing 0.05  

Projection operation 0.38 

Distance computation & providing Recognition 

result 

0.52 

Total 0.95 
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Chapter 6 

CONCLUSION 

 

6.1 Summary and Conclusion Remarks 

This thesis has shown, through implementation and testing, the importance of FR 

approach. FR is  both challenging and important recognition technique. Among all the 

biometric techniques, FR approach possesses one great advantage, which is its user-

friendliness (or non-intrusiveness). 

The main step that precedes any FR system is a FD, this because an accurate FD 

system will pave the way for robust FR system. The goal of FD step is to determine 

whether or not there are any faces in the image and, if present, locate the image face. 

Many obstacles face the FD process such as face orientation, face size, different facial 

expressions, different facial feature, occlusion, different lightning conditions,…etc. 

This research presents a robust working in still images that have different viewing 

conditions (profile faces and near profile faces) and different surrounded conditions 

such as complex background, various illumination conditions, different people's 

distractions (eye glasses) and different people races to reach the robust FR result. 

In any FD problem use feature-based approach for locating face firstly, it will start 

with low level feature analysis which dealt with segmentation of visual features.  

Features generated from this are likely to be ambiguous and other high level feature 

analysis should be done for converting these features to knowledge. Throughout this 

thesis, we have applied a new feature-based technique. We use the low level feature 

analysis and introduce a new high level technique in a different way that not found in 

other high level techniques such as Template Matching. 

Because different viewing conditions are one of the major obstacles that face any FD 

system, so that we partition the work to deal with different types of still images 

(profile, near-profile and frontal). We propose a new algorithm to detect and locate 

face in right and left profile images while, we use Template Matching approach to 

locate face in frontal images. 

Proposed FD algorithms are tested on three famous face databases that contain 

peoples from different races under different illumination conditions which are GTAV, 

FEI and Champions databases to show its efficiency in detecting and locating the 
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faces. The proposed algorithms are implemented using Matlab version 7.6 software 

and they are evaluated using Delll-inspiron laptop run with a 2-GHz CPU and has a 3-

GB DDR2 RAM. The performance of proposed algorithm ranges from 93.3% in 

Champions face database to 95.04% in GTAV face database. Also, the results are 

compared with other researchers [62] proposed techniques, and we obtain satisfactory 

on these results that reach very good degree. 

After the FD step, human-face patches are extracted from images. Then FR step now 

can be applied. Different holistic approaches are used in this field, we used fisherface 

technique in this work which performed by the LDA. Fisherface algorithm derived 

from FLD that maximizes the between-class variance as well as minimizes the within-

class variance. We propose some pre-processing steps that are applied before 

recognition using fisherface algorithm and these steps will help for normalizing the 

variance in the illumination in the images and will reduce the computation complexity 

when applying fisherface algorithms. 

Face Regognition using fisherfaces is tested on two famous face databases used in this 

field which are GTAV, FEI to present the efficiency of using this algorithm on 

recognizing the detected faces from the FD step.  

In summary, the comparison that has been done among our work and other methods 

shows the enhancements achieved over the other systems. With this research we have 

attained a robust system that does not require any sort of training and yet can detect 

faces in images very accurately and efficiently. 

 

6.2 Recommendations and Future Work 

The main goal of this thesis is to introduce the field of FR and implement a FD 

algorithm that will lead to robust FR system that works efficiently with faces in 

different poses that fall under various illumination conditions. An overview of the 

various approaches to the problem is presented. From survey we conclude that all FR 

algorithms can be categorized into two main approaches which are feature-based 

approach and image-based approach. Because of the weakness of Image-based 

approach because of needing a large number of training that has to be performed on 

the system for faces and non faces. For this reason we tried to make a better system 

using feature-based approach that has all the advantages of feature-based machine and 

also is very accurate. 
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The goal of any future work falls into improving three factors which are: 

1) FD rate. 

2) Minimizing the number of false positives. 

3) The speed of the FD process. 

A good place to start would be to aim to minimize the number of false positives. 

Improving the set of non-face examples would be extremely beneficial, as this is a 

major weakness in the current system. 

FD and FR are still open research and we recommend for solving the following 

unsolved problems in these fields: 

1) Noise in the face. 

2) FR in public area (camera in airport, street.. etc.) 

3) Small image (like FR in mobile image). 

4) Develop robust techniques to be used in unconstrained real-world applications. 

Finally it is recommended to take into consideration the previous three factors 

because they are related to each other and improving one of them will affect the 

others. 
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